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Statement from the Managing Editor

Welcome to this issue of the AU Journal of Management. “Change or Die” is the rallying
cry among today’s managers worldwide. Two major changes are evidenced in this issue.
First, we are very honored to welcome three outstanding faculty members to our Editorial
Board. Second, the Journal welcomes faculty from distinguished institutions, both local
and international, on its Board of Reviewers. It will be a pleasure to work with our new
members and I am sure their support and contribution will enhance the reputation and
quality of our Journal.

We are pleased to publish the work of our budding researchers, from our masters and
doctoral programs in this issue of the Journal. In our first article, Padungrat reviews ex-
tant models on customer value and behavioral intention. Based on her sample of 479
counter brand facial care customers, she concludes that word-of-mouth communication
and brand trust are most important in creating and delivering value perception.
Puttibarncharoensri’s article describes and explains various concepts related to collabora-
tive strategy used in supply chains. She argues that under high environmental uncertainty
and competition, supply chain firms are driven to adopt a collaborative strategy with their
partners. Chitmonkongsuk examines the relationship between equity values and eight
financial statement factors of listed firms in Thailand’s media and publishing industry.
His findings show that equity values are significantly relevant to book equity, net operat-
ing working capital, business investment and capital structure. Sunthraruk provides a
review on the statistical methods applied in financial distress studies. Showing the pros
and cons of the various models, she argues that if the appropriate statistical methods are
employed, there will be fewer biased outcomes and more accurate predictions on finan-
cial distress among firms. Joseph studied impulse purchasing behavior using a sample of
400 shoppers in hypermarkets in Bangkok. The strongest relationships, in his study, were
found between word-of-mouth, social norms and impulse purchasing behavior. The au-
thor argues that Thai marketers have yet to find the relevant in-store stimuli necessary to
promote customers’ impulse decisions. In our final article, Poonpol uses resource-based
and contingency theories to shed light on the determinants of expatriate cross-cultural
adjustment and its effect on performance. This is especially important because the de-
mand for qualified expatriates is increasing worldwide.

I wish to thank everyone who has been supportive of the Journal since its inception. I
appreciate the input of each of you in helping to continue this tradition of quality.

Happy New Year!

Patricia Arttachariya, Ph.D.
Managing Editor
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THE ANTECEDENTS AND CONSEQUENCE OF PERCEIVED CUSTOMER VALUE:
ASTUDY OF COUNTER BRAND FACIAL SKINCARE PRODUCTS IN BANGKOK

Rungsiri Padungrat
Martin de Tours School of Management, Assumption University of Thailand

Abstact

Customer value has been a growing interest in the consumer behavior literature and busi-
nesses must consistently provide superior value from customer knowledge to sustain their competi-
tive advantage. Prior studies conducted have paid scant attention to the simultaneous influence of
brand trust, advertising, salesperson communication, word-of-mouth communication, and product
trial on perceived quality, perceived customer value, and behavioral intentions. There is limited
theoretical and empirical support related to the perceived customer value model for counter brand
Jacial skin care products. As such, this study will enhance academics and practitioners ' understand-
ing of perceived customer value in determining customer s behavioral intentions. The results sug-
gested that perceived customer value plays an important role in predicting behavioral intentions.

INTRODUCTION

Customer value has been a growing interest in
the consumer behavior literature (Cronin, Brady &
Hult, 2000), therefore, knowledge about customer
value is considered as fundamental for all marketing
activities or the foundation of marketing manage-
ment in order to maintain a competitive advantage
(Lapierre, 2000). As such, forming customer value
is a necessity for a company to remain confident of
its superior positioning and/or niche in the market-
place (Lai, 1995).

Globally, women'’s income could climb from $13
trillion in year 2009 to reach $18 trillion in year 2014,
therefore women represent a valued group in the
marketplace (Silverstein & Sayre, 2009). The re-
search results of Silverstein and Sayre (2009) re-
ported that women spend a higher proportion of their
income on beauty/cosmetic products, which are very
important for their emotional well-being (Silverstein
& Sayre, 2009).

Among cosmetic products, the counter brand
facial skin care products were chosen in this study
for three main reasons. First, the Thai facial skin care
market represents an important segment since it cap-
tured almost 50 percent of the total skin care mar-
ket (MRP, 2010). Many Thai people, especially
women, are concerned about their facial skin

(Boonyawate, 2004; Chichitamorn, 2006; Ma,
2008; Pholvisethkul, 2002; Thaveekiattikun, 2003).
Second, the counter brand facial skin care products
in Thailand have the potential to grow at a rate of
five to ten percent annually (Mistine, 2004; TNB,
2009). This market evidenced growth of about 10
percent from year 2008 to year 2009 (Marketeer,
2010) and many companies are currently engaged
in business expansion.

LITERATURE REVIEW

Customer Value Theory has been explained by
using multi-dimensional constructs (Babin, Darden
& Griffin, 1994; Rintamaki, Kanto, Kuusela &
Spence, 2006). The studies of Babinetal., (1994)
and Rintamaki et al., (2006) which were conducted
in department stores (main channel of counter brand
facial skin care products in Thailand) are utilized to
expand the perceived customer value literature. Per-
ceived customer value dimensions of this study con-
sist of utilitarian value, hedonic value, and social value
which were supported by prior studies.

The study of Rintamaki et al., (2006) defines
utilitarian value as the assumption that consumers
are rational problem-solvers, functional, and prod-
uct-centric thinking. Hedonic value as the facets of



consumer behavior relate to the multisensory, fan-
tasy and emotive aspects of one’s experience with
products. Social value as a symbolic interactionism
perspective emphasizes the importance of products
in setting the stage for the multitude of social roles
that people play.

Many studies developed their frameworks
based on Zeithaml (1988), for example, Agarwal
and Teas (2001) Dodds, Monroe and Grewal
(1991), and Grewal, Krishnan, Baker and Borin
(1998). Therefore, this study extends the knowl-
edge related to perceived customer value based on
the study by Zeithaml (1988) as shown in Figure 1.

The empirical study by Zeithaml (1988) proposed
that perceived customer value is predominantly influ-
enced by evaluating perceived quality, perceived sac-
rifice, extrinsic cues, and intrinsic cues. There are three
levels in the Zeithaml (1988) means-end value model.
Zeithaml (1988) noted that benefits of intrinsic (prod-
uct improvements) and extrinsic cues (marketing) are
the precursors of perceived quality. Consumers use their
quality perceptions to form their overall value measure-
ments about the products at a second level. Perceived
value to achieve personal purchase is represented ata

third level.

Consequently, this study reviews the literature
into three group; relationship between perceived
quality and its antecedents, relationship between
perceived customer value and its antecedents, and
relationship between behavioral intentions and its an-
tecedents.

Relationship Between Perceived Quality and
Its Antecedents

Prior studies have supported the relationships be-
tween advertising and perceived quality (Archibald,
Haulman & Moody, 1983; Schmalensee, 1978), brand
trust and perceived quality (Chuadhuri & Holbrook,
2002), salesperson communication and perceived qual-
ity (Rao & Monroe, 1988), word-of-mouth commu-
nication and perceived quality (Bellenger & Moschis,
1982; Smith & Swinyard, 1988), and product trial and
perceived quality (Kempf & Smith, 1998; Smith &
Swinyard, 1983). Unfortunately the simultaneous test-
ing of an intrinsic cue (product trial) and extrinsic cues
(advertising, brand trust, salesperson communication,
and word-of-mouth communication) with perceived

Figure 1: A Means-end Model Relating Price, Quality and Value
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quality has thus far been limited. Therefore this study
employs advertising, brand trust, salesperson commu-
nication, word-of-mouth communication, and product
trial to constitute perceived quality.

Relationship Between Perceived Customer
Value and Its Antecedents

Consumers evaluate perceived risk and per-
ceived customer value simultaneously (So & Sculli,
2002). When perceived risk is lower, perceived
customer value is higher (Agarwal & Teas, 2001,
2004; Sweeney et al., 1999). The perceived quality
also forms risk perception (Agarwal & Teas, 2001,
2004; Wangenheim & Bayon, 2004). In short, the
negative impact of perceived quality on perceived
risk has been suggested (Yeung, Yee & Morris,
2010). There is a relationship between perceived
risk, perceived quality and perceived customer value
for expensive products (Agarwal & Teas, 2001,
2004; DelVecchio & Smith, 2005; Snoj et al., 2004).
Counter brand facial skin care product is an expen-
sive product in Thailand, as such this study investi-
gates the simultaneous relationships of perceived risk
and perceived quality on perceived customer value
for counter brand facial skin care products.

Previous studies conceptualized perceived risk
into five types of risk: financial, performance, social,
physical, and psychological risks (Mitchell, 1999;
Snoj et al., 2004; Wangenheim & Bayon, 2004).
Basically, consumers are most concerned about fi-
nancial risk and it has the most influence on con-
sumers’ purchase decisions (Snoj et al., 2004;
Trocchia & Janda, 2002). Therefore, financial risk
is one dimension of perceived risk in this study. Since
cosmetic products can improve appearance and
enhance confidence, performance and psychologi-
cal risks are related to this study (Souiden & Diagne,
2009). Accordingly, this study investigated perceived
risk of counter brand facial skin care products as
per three dimensions; financial, performance, and
psychological risks.

Intrinsic and extrinsic cues could serve as prod-
uct information for consumers to form their value
perceptions (Rao & Monroe, 1988; Rao & Sieben,
1992; Tellis & Gaeth, 1990). For example, brand
has an influence on perceived customer value (Tea
& Agarwal, 2000) and word-of-mouth communi-

cation has an influence on perceived customer value
(Murray, 1991). However, the simultaneous inves-
tigation of extrinsic cues and intrinsic cues in the
perceived customer value model has been limited
(Teas & Agarwal, 2000). As such this study also
investigates the impact of intrinsic cue (product trial)
and extrinsic cues (advertising, brand trust, sales-
person communication, and word-of-mouth
communicaiton) on perceived customer value for
counter brand facial skin care products.

Relationship Between Behavioral Intentions
and Its Antecedents

Evidence of strong intention-behavior relations
has beenaffirmed in numerous studies (Ajzen, 1985,
1991; Bagozzi, Baugartner & Yi, 1992; Nontani,
1998; Ryan, 1982; Warshaw, 1980; Ziethmal, Berry
& Parasuraman, 1996). In particular, the studies of
Sweeney and Soutar (2001) and Sirohi etal., (1998)
which studied expensive products (furniture, car ste-
reo), and retailing business reported that perceived
customer value is positively related to behavioral
intentions. Previous studies argued that perceived
customer value is likely to infer purchase intention
and word-of-mouth intention on expensive prod-
ucts and women products (Akhter, 2009; Grewal
et al.,, 1998; Rao & Sieben, 1992). As counter
brand facial skin care products includes expensive
brand purchases and are women’s beauty products,
the dimensions of behavioral intentions include pur-
chase intentions and word-of-mouth intention.

The study of Coulter et al., (2002), on cosmet-
ics, concluded that source of information was an in-
fluence on variety seeking. Also, source of informa-
tion may affect customer’s behavioral intentions
(Aqueveque, 2006; Dion, Paul & Notarantonio,
1992; Zeithaml et al., 1991). As such, this study
includes variety seeking as one dimension of behav-
ioral intentions in order to relate to behavioral out-
come and to extend the perceived customer value
model for counter brand facial skin care products.
In sum, this study combines behavioral intentions
with three dimensions: purchase intention, word-of-
mouth intention, and variety seeking.

Intrinsic cues and extrinsic cues may affect cus-
tomers’ intentions (Aqueveque, 2006, Dionetal., 1992;
Zeithaml etal., 1991). For example, previous studies



confirmed that salesperson communication is related
to consumers’ intentions (Aqueveque, 2006, Dion et
al., 1992; Zeithaml et al., 1991), word-of-mouth com-
munication s related to consumers’ intentions (Grant,
Clarke & Kyriazis, 2007), and product trial is related
to consumers’ intentions (Kempf & Smith, 1998
Schmalensee, 1978, Smith & Swinyard, 1983; Smith,
1993). As such, intrinsic cue (product trial) and extrin-
sic cues (advertising, brand trust, salesperson commu-
nication, and word-of-mouth communicaiton) may form
behavioral intentions.

RESEARCH FRAMEWORK

In order to verify the formation of factors influ-
encing perceived customer value and customers’ be-
havioral intentions, integrating of literature review and
exploratory research results are essential. Explor-
atory interviews were conducted with counter brand
facial skin care consumers and marketing officers in

Thailand.

The participants revealed three criteria that influ-
ence their purchase behavior; perceived quality, finan-
cial loss from product’s failure, and brand trust. They
perceived product quality based on external store in-
formation search, intemal store information search, and
product trial. Among them, participants of counter
brand facial skin care products commonly used per-
ceived quality and financial loss from product’s failure
as two main criteria in making a purchase decision.
The hypothesized relationships are developed based
on theresults from the exploratory research and litera-
ture review and are illustrated in the research frame-
work as shown in Figure 2.

METHODOLOGY

This study used a survey method for data col-
lection. The respondents of this study are females,
older than 25 who have purchased counter brand

Figure 2: Conceptual Framework
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facial skin care products from department stores dur-
ing the last four months. Every four months repre-
sents the purchase frequency of counter brand fa-
cial skin care products according to the exploratory
research results. Two marketing instructors and one
marketing executive from a private firm were invited
to check the content validity of the questionnaire. A
pre-test was performed with a convenience sample
of 50 respondents. Cronbach alpha coefficients of
all constructs and their dimensions varied from 0.79
to 0.96, which exceeded the recommended level of
0.7 (Nunnally, 1978; Peterson, 1994; Churchill,
1979).

Samples were chosen by multi-stage sampling
(three stages sampling). First, the researcher used
simple random sampling method to obtain four
sample areas from various department stores in
Bangkok (Thailand). Second, quota sampling was
chosen for the sample numbers in each department
store area (Siam Paragon, Robinson Bangrak, Cen-
tral Ladprao, and The Emporium.) Third, conve-
nience sampling was chosen for selecting samples
near each department store. The shopper-intercept
is a face-to-face or personal interviewing method
(Bush & Hair, 1985). A total of 500 respondents
was selected for this study of which 479 completed
responses was used for data analysis.

DATAANALYSIS

Descriptive statistic indicated that 78% of the
sample held bachelor’s degree while 6% held
master’s degrees. The majority of the respondents
were in the range of 25 to 34 years old. Forty-nine
percent of the respondents were single. It was noted
that the level of most respondents’ income (58%)
ranged between 15,001-30,000 baht/month while
those who earned 15,000 baht/month or less were
only at 6% of total respondents. Given the fact that
Thai women spend around 4,000 to 6,000 baht per
times (four months per times) when purchasing
counter brand skin care products (Laohapong,
2009), consumers’ income ranged between 15,001-
30,000 baht/month which represents the spending
power and demand for counter brand facial skin care
products. Company employee was the main occu-
pation of counter brand facial skin care respondents.

Most respondents used magazines for product in-
formation relating to counter brand facial skin care
products. Approximately eighty-nine percent of re-
spondents have used counter brand facial skin care
products for more than a year.

Construct Validity

This study used the PCA factor solution from
479 cases for the measurement model and struc-
tural equation modeling. The maximum likelihood
loading estimates, unstandardized regression weights,
of measurement model of factorial structure for
counter brand facial skin care products were sig-
nificant by the critical ratiotest (>£1.96, p < .05).
Assuch, convergent validity of the measurement
model for counter brand facial skin care products
was provided.

The composite reliability of factors in measure-
ment model of factorial structure for counter brand
facial skin care products ranged from .93 t0 .99 (See
Table 1), which were greater than .7, Therefore, com-
posite reliability of measurement model of factorial
structure for counter brand facial skin care prod-
ucts was provided.

The variance extracted estimates of factors in the
measurement model of factorial structure for counter
brand facial skin care products ranged from 89 per-
cent to 96 percent (See Table 1) all of which exceeded
the recommended 50 percent. In addition, the vari-
ance extracted estimates were also greater than the
corresponding interconstruct squared correlation esti-
mates in Table 1 (above the diagonal line). Therefore,
measurement model of factorial structure for counter
brand facial skin care products did not suggest prob-
lems withdiscriminant validity.

RESULTS

The chi-square goodness-of-fit test showed x?
(N =479, df = 426) = 1412.27, p < .05, p value
showed the model did not fit the data well. Given
the known sensitivity of chi-square value to the
sample size, this study complements the chi-square
measure with the baseline comparisons fit measures.
The baseline comparisons fit indices (NFI, IFI, TLI,
CFI, and RMSEA) are above and close to the rec-
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ommended level of .90. Moreover, the square mul-
tiple correlation (r?) suggested that the predictors
accounted for 57% of the variance associated with
perceived quality, 41% of the variance associated
with perceived risk, 90% of the variance associated
with perceived customer value, and 67% of the vari-
ance associated with behavioral intentions.

Relationship Between Perceived Quality and
Its Antecedents

The findings indicated that brand trust (H1a) was
significantly and positively related to perceived quality
(C.R.=2.79; p < .001). Product trial (H1e) was
also significantly and positively related to perceived
quality of the product (C.R.=11.14; p <.001).
Advertising (H1b), salesperson communication
(Hlc), and word-of-mouth communication (H1d)
did not have a significant relationship with perceived
quality (C.R. =0.60, -0.59, and -0.4; p > .05, re-
spectively).

Relationship Between Perceived Customer
Value and Its Antecedents

The structural relationship between perceived qual-
ity and perceived customer value was significantly and
positively related to perceived customer value of the
product (C.R. =2.26; p <.05). Perceived risk was
significantly and negatively related to perceived cus-
tomer value of the product (C.R. =-3.14; p<.01).
Brand trust (H3a) was significantly and positively re-
lated to perceived customer value as proposed (C.R.
= 3.35; p <.01). Word-of-mouth communication
(H3d) and product trial (H3e) were also found to be
positively related to perceived customer value (CR.=
5.26,4.68; p<.01, respectively). Advertising (H3b)
and salesperson communication (H3c) did nothave a
significant relationship with perceived customer value
(CR.=-0.88, 1.12; p> .05, respectively). In addi-
tion, perceived quality were significantly and negatively
related to perceived risk (H4) as proposed (C.R. =-
8.58; p<.001).

Relationship Between Behavioral Intentions
and Its Antecedents

The results of Hypothesis 5 did not support the

relationship between perceived customer value and
customers’ behavioral intentions. Structural relation-
ship coefficients indicated that brand trust (H6a) and
salesperson communication (H6¢) were significantly
and positively related to behavioral intentions. In
contrast, perceived risk (H7) was significantly and
negatively related to behavioral intentions.

Prior studies have not conducted and confirmed
the simultaneous influence of intrinsic and extrinsic
cues on perceived quality, perceived customer value,
and behavioral intentions, hence the proposed model
does not assume that it is the best perceived cus-
tomer value for counter brand facial skin care prod-
ucts. The strongest test of the proposed model is
achieved by comparing several possible acceptable
models or modifying the proposed model (Hair et
al., 1998, 2006). The proposed model’s fitimprove-
ment is expected in a modified model (Hair et al.,
1998, 2006). The importance of modifying the pro-
posed model is to include only those parameters that
are substantively relevant (Byrne, 2010). The im-
portance of modifying the proposed model is shown
in the study of Baker et al., (2002), Cronin et al.,
(2000), Kerin et al., (1992), and Oliver and Swan
(1989). The modified structural equation model is
shown graphically in Figure 3.

The chi-square goodness-of-fit test showed x?
(N = 479, df = 382) = 1336.237, p < .05. The
NFI, RFL, IFI, TLI, and CFI are close to the rec-
ommended level of .90. Moreover, the square mul-
tiple correlation (r?) suggested that the predictors
accounted for 43% of the variance associated with
perceived risk, 88% of the variance associated with
perceived quality, 99% of the variance associated
with perceived customer value, and 74% of the vari-
ance associated with behavioral intentions.

From the chi-square value and baseline com-
parisons, both models fitted the data well. In addi-
tion, the structural path of the two models can be
compared for theoretical justification.

DISCUSSION

The research results confirmed that there was a
significant relationship between product trial, brand
trust and perceived quality. This finding is supported
by Kempfand Smith (1998), who studied food/bev-



Figure 3: Structural Relations and Coefficients for The Modified Structural Equation Model of
Counter Brand Facial Skin Care Products
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erages and concluded that there was a positive re-
lationship between product trial and perceived
quality. Occasionally consumers may consider that
magazine advertising and salesperson communica-
tion may be biased and untrustworthy. Therefore,
non-direct product experience information (adver-
tising, salesperson communication, and word-of-
mouth communication) appears to have no signifi-
cant impact on perceived quality.

The findings indicated that utilitarian and social
and hedonic value are components of customer value
perception. This findings is supported by Sheth et
al., (1991), Babin et al., (1994), Holbrook, (1996),
and Rintamaki et al., (2006), who studied the con-
cept of perceived customer value with multiple di-
mensions. This finding is also supported by the study
of Rintamaki et al., (2006) which was conducted in
department stores and concluded that perceived
customer value is a combination of utilitarian, he-
donic, and social value.

The findings indicated that perceived customer
value of counter brand facial skin care product is
directly influenced by word-of-mouth communica-
tion, brand trust, perceived quality, perceived risk
and is also indirectly influenced by product trial
through perceived quality. This finding is consistent

with Zeithaml (1988), who concluded that perceived
customer value is influenced by the relationships
between perceived quality and perceived risk (non-
moneary price). In particular, word-of-mouth com-
munication is important in creating and delivering
customer value perception. The results of this study
is also consistent with Paridon (2006) who con-
cluded that consumers’ information sharing or word
of mouth communication was related to consumer’s
self-confidence (hedonic value) and social outcomes
(social value). Organization’s source of information
(magazine advertising, product trial, and beauty ad-
visor) or formal communication cannot induce
consumer’s self-confidence and social influence.
These three information sources are not persuasive
enough in creating customer value perception.

The research results indicated that perceived
customer value, salesperson communication, and
high level of brand trust is more powerful in explain-
ing customer’s behavioral intentions than reduction
of perceived risk.

The relationship between perceived risk and be-
havioral intentions was supported by the study of
Aqueveque (2006), Garretson and Clow (1999)
and Yeung et al., (2010) of red wine, dentistry, and
food industry products, respectively. The impact of



salesperson communication on counter brand facial
skin care customer’s behavioral intentions is also
supported by the study of Zeithaml et al., (1991)
and Weitz (1981). Chuadhuri and Holbrook (2002),
who studied 41 product categories (e.g., camera,
canned fruit, and cereal) also, confirmed that brand
trust reduces uncertainty of purchase environments
from multi-brands/multi-qualities in product category.
In short, only expert source of information has a di-
rect impact on customer’s behavioral intentions.

IMPLICATIONS

This study provides benefits to both academics
and practitioners. First, this study points out the im-
portance of information sources in explaining per-
ceived quality, perceived customer value, and be-
havioral intentions toward high-involvement prod-
ucts and/or expensive products purchased by fe-
male consumers, The findings indicated that intrinsic
cues (product trial) and extrinsic cues (brand trust)
formed perceived quality. Relating to intrinsic and
extrinsic cues, this study defines perceived quality
as the consumer’s judgment about a product’s per-
formance. The findings indicated that even though
both intrinsic and extrinsic cues formed perceived
quality, intrinsic cues are more important in creating
perceived quality while extrinsic cues are more im-
portant in creating perceived customer value and
explaining behavioral intentions.

In particular, the importance of extrinsic cues in
creating perceived customer value, word-of-mouth
communication or the communication of consumers
to family and friends can provide product data gath-
ering and product information trustworthiness. In
explaining extrinsic cues to customer’s behavioral
intentions, a salesperson can provide interpersonal
communication, such as answering consumer’s ques-
tion about the products correctly and is able to help
solve consumer’s problems.

Second, ordinary marketing communication
techniques such as magazines advertising may in-
crease brand awareness and provide product infor-
mation but not quality perception. However, mar-
keters may prioritize editorial advertising rather than
advertorial advertising in magazine advertising to help
increase brand trust perception. Based on the ex-

ploratory research results, product trial campaign
can be grouped into three types; product sampling,
product demonstration (showing in event and facial
massage), and gift with purchase. Counter brand
facial skin care marketer can therefore take advan-
tage of using viral marketing (engaging email for
positive word-of-mouth communication) and can
also use brand community (generating social rela-
tionships among consumers of a brand) to enhance
perceived value of counter brand facial skin care
consumers.

It is important to provide training to counter
brand facial skin care salespersons/beauty advisors/
consultants in the area of influencing consumers with
product information rather than pressurizing them on
sales. Salespersons/beauty advisors/consultants
should offer products that best suit consumer’s skin,
answer product questions correctly, help consumer
to solve facial skin problems, and create brand trust
perception to enhance customer’s behavioral inten-
tions. Beauty advisors should also offer product tri-
als to their consumers.

LIMITATIONS

First, this study was conducted only among
counter brand facial skin care customers in depart-
ment stores. The sample selected might be too lim-
ited to provide an understanding of all types of fa-
cial skin care consumers. Second, the media selected
(magazine advertising) might be too limited to pro-
vide an understanding of all types of counter brand
facial skin care media. Finally, multiple channels for
counter brand facial skin care customer value and
behavior intentions were untested because this study
only focused on a specific channel/department stores
selling counter brand cosmetics market.
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AREVIEW OF COLLABORATIVE STRATEGY FOR SUPPLY CHAIN

Piyawan Puttibarncharoensri
Martin de Tours School of Management, Assumption University of Thailand

Abstract

Corporations now have to compete in the borderless global market as well as locally. Indi-
vidual businesses can no longer compete as stand-alone entities with only formal relationships, but
need to refashion their supply chains to include a closer network of relationships among suppliers
and partners. Those organizations which were able to manage their network in such a way that they
gain competitive advantage over their competitors would be able to survive and succeed in the long
run. Therefore, this article aims to describe and explain various concepts which constitute collabo-
rative strategy. The increasing presence of environmental uncertainties and competition is what
drives firms to adopt a collaborative strategy with their partners. Yet the concept is complex and not
to be adopted without a thorough understanding of what it involves.

INTRODUCTION

Collaborative strategy is now considered to be
of great significance for partners in a supply chain.
In the early days of supply chain management, part-
nership was mainly about co-ordinating deadlines
so as to keep inventory and stock-out to a mini-
mum, and thus minimize cost and keep the custom-
ers happy. This came to be seen as an insufficient
use of the potential of collaboration in the face of
more intense competition and the growth of uncer-
tainties due to the increasing complexity of trade.
Relationships of sharing, based on trust between
partners, providing win-win situations, are now con-
sidered to be an advanced form of collaborative
strategy, enabling the achievement of specific char-
acteristics which are difficult for competitors to copy.

The increasing presence of uncertainties and
competition is what drives firms to adopt a collabo-
rative strategy with their partners. Yet the concept is
complex and not to be adopted without a thorough
understanding of what it involves. Therefore, this ar-
ticle describes and explains, by reference to previ-
ous research, various concepts which constitute col-
laborative strategy.
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RESPONDING TO THE CHALLENGE OF
UNCERTAINTIES

Managing supply chains is a challenging task be-
cause of obstacles in the supply chain known as
uncertainties. Firms face supply uncertainty that may
be caused by a malfunctioning production process
at the supplier, or late delivery (Ho, Chi, & Tai,
2005). In addition, firms usually face demand vola-
tility caused by forecast inaccuracy or information
hoarding (McCullen & Towill, 2002; Lee,
Padmanabhan, & Whang, 2004). Davis (1993) pro-
posed that variations in manufacturing lead time were
the major source of manufacturing uncertainty. Com-
panies have to find ways to control these three un-
certainties with the aim of minimizing cost and maxi-
mizing service. The challenge for managers is to
implement an appropriate strategy to achieve this
aim.

Supply chain management integrates supply and
demand management within and across companies
(CSCMP, 2004). This includes the planning and
management of all activities involved insourcing and
procurement, conversion, and all logistics manage-
ment activities. It is important that it also includes
collaboration with channel partners (suppliers, in-
termediaries, third-party service providers, and cus-
tomers), because supply chain management is a col-
laborative-based strategy by nature.



The literature on supply chain management has
focused on the need for collaboration among trad-
ing partners, from original suppliers to end users, to
better satisfy consumer demand at lower cost (van
der Vorst & Beulens, 2002). One example is the
experience of Samsung Electronics, which collabo-
rated more extensively with Best Buy to define prod-
uct requirements and to develop more efficient and
flexible processes to manage product lifecycles: this
led to the doubling of sales of consumer electronics
over a two-year period (Koudal & Coleman, 2005).
Ballou (2007) stressed that collaboration among
supply chain members was at the heart of supply
chain management and was the key to its future suc-
cess. Moreover, several researchers discovered that
companies normally use a collaborative approach
to mitigate their uncertainties (Baker, 2007; Chris-
topher & Lee, 2004).

COLLABORATION AND COLLABORA-
TIVE STRATEGY

Collaboration is defined as all companies in the
supply chain, actively working together as one, to-
ward common objectives (Mentzer, Foggin, &
Golicic, 2000). Collaborative Strategy is arela-
tionship-based strategy which is used to character-
ize the relationship formed between multiple firms
linked together in support of a common goal
(Rodrigues, Stank, & Lynch, 2004).

An examination of the network relationship of
collaborative management shows the context of an
integrated supply chain, as multifirm collaboration
within a framework of key resource flows and con-
straints. Within this context, supply chain structure
and strategy result from efforts to operationally align
an enterprise with customers (who consume a prod-
uct or use it as an integral part or component of an
additional process or product) as well as the dis-
tributive and supplier networks to gain competitive
advantage. Hence, business operations are inte-
grated from material purchase to the end-customer
products and services delivery. The synergy among
firms would lead to value creation. In this context,
firms developed and managed business relationships
with other companies to jointly perform essential
logistics activities, i.e. managing flows of informa-
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tion, product, service, financial and knowledge (from
initial material purchase to delivery of products and
services to customers) within its constraints of ca-
pacity, information, core competencies, capital and
human resources. In summary, the accumulated lit-
erature conveys that the integrated value creation
must be aligned and managed from material pur-
chase to delivery of products/services. Bowersox,
Closs, and Cooper (2010) express this very well in
stating that supply chain management consists of
firms collaborating to leverage strategic position-
ing and to improve operating efficiency. For each
firm, being involved in this relationship reflects a stra-
tegic choice, of a channel arrangement based on ac-
knowledged dependency and collaboration.

A survey was conducted by the Council of Sup-
ply Chain Management Professionals of its mem-
bers’ views of supply chain management. The re-
sults showed that ‘collaboration’ is identified by the
professionals as a key component of supply chain
management (Gibson, Mentzer, & Cook, 2005). It
is consistent with those definitions which proclaim
the idea of collaborating and managing relationships
among supply chain participants in order to gain a
sustainable competitive advantage for all entities in-
volved in such relationships.

In summary, at the core of supply chain man-
agement is the importance of collaborative efforts
among the chain participants. As a result, firms at-
tempt to seek appropriate strategies to manage their
supply chain.

ANANALYSIS OF COLLABORATION

Collaboration among supply chain members is
at the heart of supply chain management and will be
the key to its future success (Ballou, 2007). Col-
laboration is defined as all companies in the supply
chain actively working together as one toward com-
mon objectives (Bititci, Martinez, Albores, & Parung,
2004), who also said that other terms used to de-
scribe this situation are relationships, partnerships
or alliances. Vereecke and Muylle (2006) state that
supply chain collaboration involves integrating the
real demand perspective into supply chain thinking.
Other researchers even use the term ‘integration’
interchangeably with ‘collaboration’. Accordingto



O’Leary-Kelly and Flores (2002, p.226), “integra-
tion refers to the extent to which separate parties
work together in a cooperative manner to arrive at
mutually acceptable outcomes”. In general, there
are two types of integration: internal and external.
Internal integration is that across various parts of a
single organization: external integration is that which
occurs between organizations (Chen, Mattioda &
Daugherty, 2007). Internal integration is the extent
to which logistics activities interact with other func-
tional areas; external integration is the coordination
and collaboration with other supply chain members
(Gimenez & Ventura, 2005).

Researchers agree that collaboration involves
not only information sharing, but also joint efforts
which include joint planning, joint decision making,
and joint problem solving (e.g. Ballou, 2007;
Bowersox et al., 2010; Sheu, Yen, & Chae, 2006;

Simatupang & Sridharan, 2004). The definitions of
collaboration are summarized in the following Table.
Collaboration appears when companies recog-
nize that the traditional arm’s length relationship is
insufficient to solve problems or to achieve desired
goals (Fites, 2000; Wagner, Macbeth, & Boddy,
2002). An example is Chrysler, which survived a
financial crisis because it had transformed the orga-
nization relationships with suppliers from adversarial
to collaborative (Dyer, 2000). In the Caterpillar
Company, its close relationships with dealers and
customers helped its turnaround (Fites, 2000).
Many and various forms of collaboration prac-
tices have emerged. These include: vendor managed
inventory (VMI), continuous replenishment pro-
grams (CRP), efficient consumer response (ECR),
and collaborative planning, forecasting, and replen-
ishment (CPFR). Wal-Mart and P&G are two com-

Table 1: Definitions of Collaboration

Authors

Definitions

Mentzer et al. (2000)

Collaboration means that all companies in the supply chain are actively
working together as one toward common objectives.

McLaren, Head, and Yuan
(2002)

Collaboration is a recent trend in supply chain management that focuses
on joint planning, coordination, and process integration between
suppliers, customers, and other partners in a supply chain

Bititci et al. (2004)

The term collaboration is often used when individuals or organizations
work together toward a common aim. The other terms that are used to
describe this situation are relationships, partnerships or alliances.

Simatupang and Sridharan
(2004)

Collaboration consists of three dimensions, namely information sharing,
decision synchronization, and incentive alignment. /Information sharing
aims to capture and disseminate timely and relevant information to
enable decision makers to plan and control supply chain operations.
Decision synchronization refers to joint decision making at planning and
operational contexts. Incentive alignment refers to the degree to which
chain members share costs, risks, and benefits.

Bonet and Pache (2005)

True collaboration exists when the trading partners have a balance in
power and are interdependent. The willingness of decision-makers to
collaborate in the long-term is important.

Min, Roath, Daugherty,
Genchev, Chen, Arndt,
and Richey (2005)

The principal features of collaboration are information sharing, joint
planning, joint problem solving, joint performance measurement, and
leveraging resources and skills.

Bowersox el al. (2010)

Supply chain management consists of firms collaborating to leverage
strategic positioning to improve operating efficiency. They highlight the
collaborative relationship within and across organizational boundaries
through information sharing and joint planning.

Naesens, Gelders, and
Pintelon (2007)

Collaboration is about identifying and exploiting win-win situations and
thus an opportunity for each partner. A collaborative supply chain simply
means that two or more independent companies work jointly to plan and
execute supply chain operations assuming greater success than when
acting in isolation.

Source: Developed by the author.
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panies which have experimented with CPFR since
1995, with significant success. Early adopters of
CPFR such as Nabisco and Wagmans, reported a
greater than 50% increase in sales (Attaran &
Attaran, 2007).

Spekman, Kamauff, and Myhr (1998) con-
cluded that a shift is essential in the level of intensity,
from adversarial to collaborative relationship among
trading partners. Adversarial (arm’s length) rela-
tionships are purely transactional, implying a zero-
sum game, because if one wins, the other loses
(Kampstra, Ashayeri, & Gattorna, 2006). Coop-
eration is the threshold level for interaction, where
firms exchange essential information and sign long-
term contracts with some suppliers/customers. At
the next level is coordination where both parties
specify workflow and information exchange and are
engaged in making seamless many of the traditional
linkages among trading parties (Spekman et al.,
1998). The aim of coordination is to synchronize
flows and to automate some routine decision-mak-
ing processes so as to improve speed and accuracy
(Kampstra et al., 2006). Collaboration engages
partners in joint planning and processes above the
levels reached in less intense trading relationships
(Spekman et al., 1998). This is demonstrated in the
following diagram.

However, not all collaboration is successful.
Kotabe and Swan (1995) demonstrated that the
efforts of cooperating firms may have a negative
impact on the innovativeness of their products. The
failure may be due to the inherent difficulty in recog-
nizing the commercial potential of a dramatically in-
novative product. Also, Mitchell and Singh (1996)
suggested that collaboration can sometimes turn on
the user, as firms which become dependent on a

single partner may lock into obsolete capabilities
following sudden and substantial changes in tech-
nology or market segmentation. Ackerman (1996)
identified several reasons why logistics partnerships
fail: the partners fail to reach an understanding about
the job to be done, the seller overpromises, and
service failure becomes intolerable for the buyer.
While not all partnering relationships have been
successful, the potential benefit from the synergy of
working together is significant, and has attracted
many firms interested in long-term involvement with
exchange partners (Bowersox, 1990; Kumar &
Corsten, 2005). Collaborative efforts often contrib-
ute to improvements in efficiency, effectiveness and
profitability (Minetal., 2005). Consequently, col-
laboration should lead to a win-win-win situation for
all participating partners as well as the end custom-
ers (Bititci et al., 2004), although it is not necessar-
ily an equal win for all partners. A summary of the
benefits of collaboration is shown in Table 2.
Usually, the motive for supply chain collabora-
tion is the improvement of organizational perfor-
mance. Mentzer et al. (2000) suggested that supply
chain collaboration can deliver powerful competi-
tive advantages (Wagner et al., 2002) if the right
enablers are in place and the barriers are overcome.

Degrees of Collaboration

Despite the range of potential benefits, different
degrees of collaboration lead to different results. Ac-
cording to Sheu et al. (2006), the degree of col-
laboration is measured by the activities performed
by the collaborating firms, such as the amount of
information sharing, joint planning, and problem solv-

The Key Transition from Adversarial to Collaborative Relationships
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Table 2: Benefits of Collaboration

Authors
Kalwani and Narayandas (1995)

Benefits of Collaboration
Reduced costs

Mentzer et al. (2000)

Higher profitability

Reduced inventory

Improved customer service

More efficient use of human resources

Better delivery through reduced cycle times
Faster speed to market of new products
Stronger focus on core competencies
Enhanced publicimage

Greater trust and interdependence

Increased sharing information, ideas, and technology
Stronger emphasis on whole supply chain
Improved shareholder value

Competitive advantage over other supply chains

Wagner et al. (2002)

Greater awareness of customer service
Raised performance expectation
Increased information transference
Accurate forecasting jointly

Improved competitiveness.

Simatupang and Siharan (2004)

Increasing sales

Ensuring on-time delivery
Lowering inventory costs
Reducing out-of-stock items
Creating accurate forecasts
Better return-on-investment
Reducing obsolete inventory
Reducing lost sales

Cutting order cycle time
Increasing market shares
Reducing markdowns.

Min et al. (2005)

Efficiency, effectiveness and profitability
Reinforcement and expansion of the relationship

Udin, Khan, and Zairi (2006)

Customer service improvement
Costreductions

Efficient use of resources
Business process improvement

Source: Developed by the author

ing. A low level of collaboration means very little
information exchange, and no joint planning or prob-
lem solving. A medium level of collaboration means
shared promotion plans and payment data, but is
limited to sales promotions. A high level of collabo-
ration means shared promotions, inventory, sales in-
formation, and top management meetings to ensure
sharing of information. It also includes situations
where firms have conducted joint planning and fore-
casting, as well as forming teams to work on special
supply chain projects (Sheu et al., 2006).
Simatupang and Sridharan (2004) proposed
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three dimensions of collaboration: information shar-
ing, decision synchronization, and incentive alignment.
Research has consistently shown that information
sharing, joint planning/joint decision making, incen-
tive alignment, and relationship-specific investment,
are the main attributes of collaboration. Each of these
is now considered.

Information Sharing

Koh, Demirbag, Bayraktar, Tatoglu, and Zaim



(2007) considered information sharing to be one of
the activities to promote effective management of a
supply chain. They defined information sharing as
the information communicated between partners
where the accuracy, adequacy, and timeliness are
criteria of the quality of information. Similarly, Zailani
and Rajagopal (2005) viewed information sharing
as an exchange of information among company, cus-
tomers and suppliers. It is also seen as the extent to
which the chain members share their private infor-
mation about supply chain operations over time
(Simatupang & Sridharan, 2004). This sharing in-
cludes sales, promotion, inventory payment, and top
management meetings (Sheu et al. (2006).

Joint Planning/Joint Decision-Making

Simatupang and Sridharan (2004) used the term
decision ‘synchronization’ for the degree to which
the chain members are involved in joint decision mak-
ing at the planning and operational levels. Sheu et
al. (2006) stated that firms and their partners may
jointly plan forecasting, category management, new
product design, promotion campaigns, display de-
signs, and advertising. Bagchi, Ha, Skjoett-Larsen,
and Soerensen (2005) suggested that firms may share
decision-making in research and development, pro-
curement, inventory management, manufacturing,
and supply chain design.

Incentive Alignment

Incentive alignment is the degree to which the
chain members share costs, benefits, and risks of
collaboration (Simatupang & Sridharan, 2004). Col-
laboration in supply chain design and operation with
key suppliers and customers lead to risk, cost, and
gain sharing of incentive alignment (Bagchi et al.,
2005).

Relationship-Specific Investment

Dyer and Singh (1998) proposed that relation-
ship-specific assets are a potential source of inter-
organizational competitive advantage. Thus, a
company’s assets which are involved inan inter-firm
network of relationships take on an extra charac-
teristic because of their use in conjunction with the
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assets of an alliance partner. Together, these 'joint'
assets help lower total value chain costs, lead to
greater product differentiation and fewer defects, and
accelerate product development cycles.

Such investment is made necessary by the na-
ture of a partnership. On the one hand, suppliers in
long-term relationships could face higher inventory
costs because of specialized investments, such as
warehousing facilities to support just-in-time systems
of customers. This leads to more frequent deliveries
and higher transportation costs (Frazier, Spekman,
& O’Neal, 1988).

On the other hand, substantial research on sup-
ply chain collaboration illustrates the benefit gained
from learning effects and relationship-specific econo-
mies of scale, which lead to eventual lower costs
(Kalwani & Narayandas, 1995). Ruben, Boselie,
and Lu (2007) indicated that in exchange for long-
term contracts, collaborating companies are required
to invest in specific assets. Batt (2003), and
Cadilhon, Fearne, Moustier, and Poole (2003) pro-
posed that opportunistic behavior and the risk in-
volved in such investments may be reduced by rela-
tionship contracts and mutual trust. Firms are re-
quired to invest time, personnel, money, training,
technology up-dates and other resources to ensure
sustainable collaboration (Min et al., 2005). In ad-
dition, the feedback from Indian organizations pro-
vided evidence that the success of relationships de-
pends in part on the amount of investment in time
and resources that the parties make in the relation-
ship (Sahay, 2003). The literature above makes a
convincing case for the need for relationship-spe-
cific investment to make collaboration effective.
Hence, it is concluded that supply chain collabora-
tion is a very broad field and needs further investi-
gation to understand its practical value (Min et al.,
2005; Barratt, 2004).
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Abstract

This research is aimed at bringing empirical literature in Thailands media and publishing
market from a financial perspective. The study throws light on how media and publishing equities
are relevant to financial statement factors. In this study, the researcher employs regression analysis
to examine the relationship between equity value and eight financial statement factors. The Fixed
Effect Least-Squares Dummy Variable Model is estimated using Newey-West standard errors method
after solving heteroscedasticity and serial correlation problems. The relationship found between the
variables of interest indicates the importance of fundamental financial factors to equity investment
in this industry. The results offer an implication beyond theoretical expectations about Thailand
media and publishing, in which value is primarily driven by soft factors.

INTRODUCTION

As amirror of a firm'’s financial conditions (Stowe
et al., 2002; Brigham and Ehrhardt, 2005;
Damodaran, 2002; 2006; TAS1, 2009), financial
statements are applied diversely to business and fi-
nancial requirements: performance and compensa-
tion management, financing and lending decision, and
equity investment (Barth et al., 2001). The role of
published statements in equity investment came to
prominence, particularly, after Enron and WorldCom
were mired in financial scandal. The past crises to-
gether with Enron and WorldCom cases have con-
tributed to the lack of confidence in the released
financial information; as a consequence, several
measures have been introduced to enhance finan-
cial transparency and reporting standards (Islam,
2000; Linsley and Shrives, 2005).

As mutually pointed out by Brigham and
Ehrhardt (2005) and Damodaran (2002), fundamen-
tal analysis based on published statements is of the
essence in equity investment because it helps to
hedge against investment risks. Nevertheless, the past
crises have raised concerns about the reliability of
accounting statements. This causes ambiguity in the
role of financial statements data in equity trading,
particularly, in trading of media and publishing secu-
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rities, values of which are driven by soft variables.

Several scholars (Berman, 2004; Flew, 2004;
Biagi, 2010) cited that as a business in the context
or informational industry, media and publishing firms
are run by a variety of soft elements of contents,
content creators, creative artist, technology, and the
like. Also, as stated by Berman (2004, p.37), “me-
dia companies survival or failure in 2010 is based
not just on creative content, but on creative intelli-
gence - about customers, markets, and the value of
digital assets”. These imply influential role of soft el-
ements in driving values of media and publishing
equities. If the key drivers of industry values are the
soft variables, sensibly, investors are likely to adjust
their opinions on equity values based on the infor-
mational contents of those variables.

If so, what is the role of published statement
information in equity investment? Stowe etal. (2002)
stated that in service industry, humans are key op-
erating factors; physical capital as represented by
book equity seems to be less important and cannot
be considered as a value indicator.

These discussions motivate this researcher to
seek an answer to the question: Is there a relation-
ship between fundamental financial statement
Jactors and the market values of media and pub-
lishing equities?



In spite of public influence, financial researches
in Thailand’s media and publishing industry are quite
limited, especially, value relevance research. Prior
researches in Thailand’s media and publishing in-
dustry have mostly related to social or non-financial
studies. In this study, the researcher aims at bringing
additional understanding relating to the industry from
a financial perspective.

Media and Publishing industry in Thailand

According to The Stock Exchange of Thailand
(SET) (2009), the media and publishing industry
comprises the business corporations engaging in the
production and distribution of media and publishing
contents: entertainment media (sound recording,
motion picture, radio and television broadcaster),
publishing, and printing house. This definition is in
accordance with the definition of the content and
media industry provided in the International Stan-
dard Industrial Classification (ISIC Revision 4.0)
developed by United Nations (2008). In this regard,
Thailand’s mediaand publishing industry can be clas-
sified into 4 major categories: 1.Publishing of books,
periodicals and other publishing activities, 2. Mo-
tion picture, video and television programme activi-
ties, 3. Sound recording and music publishing ac-
tivities, 4. Programming and broadcasting activities.

With accessibility to the nationwide audiences, me-
dia impacts the public and have amultiplicity of appli-
cations. As stated by Nogsuan (2005) and Biagi (2010),
they are used politically and commercially. Core rev-
enues of the industry are generated mainly from selling
advertising spaces (Pongsudhirak and Karnchuchat,
2003; Tangkitvanich, 2003). Thus, growing trend to-
wards Thailand’s media can be observed through ad-
vertising spending. As reported by Nielsen Media Re-
search, advertising spending on media during the years
0f2004 - 2008 amounted to US$ 2,422 million, US$
2,560 million, US$ 2,586 million, US$ 2,649 million,
and US$ 2,576 million, respectively. Among other
media, television broadcasters consistently occupy the
lion’s share of advertising spending in the market (56%-
59%) during such periods. The value of the industry is
driven by several soft factors such as patents, con-
tents, star artists, technology, and the like. This is a high
value business witha wide base covering all age groups
of consumers.
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LITERATURE REVIEW
Reliability and value relevance testing

The applications of published statements in eg-
uity investment have been widely researched. Nev-
ertheless, previous value relevance studies in the
media and publishing industry are still rare, particu-
larly, studies in Thailand. Most have related to so-
cial or non-financial studies: Pongsudhirak and
Karnchuchat (2003) examined key concepts con-
cerning the establishment of public service broad-
casting in Thailand. Tangkitvanich (2004) examined
the content and structural regulation of public broad-
casting in Thailand. Nogsuan (2005) discussed the
role of mass media in the general elections.
Dilokvanich (2005) studied the implication of orga-
nization and programming change: the case of Chan-
nel 9. Tangkitvanich et al. (2007) investigated the
possibility and the process of establishing television
for kids. Thailand Development Research Institute
(TDRI) (2009) examined the role of information and
communication technology industries in Thailand.

The past reliability and value relevance studies
in other countries have been ambiguous on the role
of published statements in equity investment. Stanga
(1976) stated that corporate reports are important
sources containing information about a firm. Besides,
as researched, investors rely on this information and
utilize it to make informed decisions (Epstein and
Pava, 1995; Naser et al., 2003; Razeen and
Karbhari, 2004; Alattar and Khater, 2007). Nev-
ertheless, Barth et al. (2001) discussed that after
the equity market collusion in 1929, the Securities
Act of 1933 was passed to keep listed firms from
misleading investors by incomplete financial state-
ment data (according to them, an authority of the
Stock Exchange Commission applied today is de-
rived from such Act). These imply that published
statements play a key role in equity investment,
whereas the past crises are key factors in shaping
investors’ confidences on financial statements.

Reliability and value relevance of published state-
ments have been widely researched and dimensions
of such researches have been widely discussed. At
an early stage, Stanga (1976) observed annual re-
port disclosure practices of industrial corporations
in U.S. and found that many smaller firms create



disclosure practices following the leading firm rather
than satisfying informational needs of investors.
Epstein and Pava (1995) examined U.S. firm share-
holders’ perceptions on corporate reports and re-
vealed that the shareholders perceive the usefulness
of the reports. Naser et al. (2003) researched the
Kuwaiti Stock market and reported that investors
value the traditional accounting statements, whereas
they perceive less credibility of nonfinancial data in-
cluded in the same corporate reports. Razeen and
Karbhari (2004) reported that based on Saudi us-
ers, the statement of cash flow is far less useful in
comparison to other statements. Similarly, Alattar
and Khater (2007) found that Qatar respondents
have realized the value of annual reports.

In the extant studies, the researchers have tested
value relevance of accounting data by examining as-
sociation between financial statement amount and
equity value. Fundamental financial statement infor-
mation is incorporated in equity values when the two
factors are associated (Barth et al., 2001; Hand,
2003; Rahman and Mohd-Saleh, 2007). This is the
method in defining whether investors rely on and
utilize financial statements in equity investments
(Barth et al., 2001). Prior researchers conducted
the studies by relying heavily on large samples (cross-
industrial analysis) or the whole equity market-based
analysis. Most of them have mutually aimed at de-
termining whether equity value is relevant to two ac-
counting factors: book value of equity and earnings.
Although those researchers have employed the same
practices to test value relevance of the same ac-
counting factors, motivations behind each research
have been variously discussed.

Graham and King (2000) questioned whether
different accounting practices among six Asian coun-
tries (Indonesia, South Korea, Malaysia, the Philip-
pines, Taiwan, and Thailand) affect financial state-
ment users differently. Based on the data during
1987-1996, they found that book equity and earn-
ings are positively relevant to equity prices in all coun-
tries. Nevertheless, in Thailand, the explanatory
power of book value is greater than earnings in most
of the periods under focus. Ibrahim et al. (2002)
studied the data during 1990-1997 and revealed that
Malaysian investors perceive the usefulness of bal-
ance sheet numbers and utilize them to determine
the market value of all sample firms. As a conse-
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quence of implementation of new accounting stan-
dard, El Shamy and Kayed (2005) researched the
Kuwaiti Stock market. According to them, earnings
have informational content beyond book equity in
real estate sectors and the labor intensive industry
(financial, services, investments firms), whereas book
equity better explains market equity in the industrial
sector. Rahman and Mohd-Saleh (2007) conducted
a study based on data spanning 2004-2006 of the
firms listed on the Bursa Malaysian market. They
reported that in the presence of agency problem,
value relevance of book equity and eamings is weak-
ened. Contrary to others, Amir and Lev (1996)
found that financial statement variables (book eq-
uity and earnings) are irrelevant to market equity value
in the wireless communication firms.

RESEARCH FRAMEWORK

Prior researches have adopted the same theo-
retical model to test value relevance of financial state-
ment data, where market value of equity is expressed
as a function of current book equity and earnings. In
this study, the researcher intends to explore whether
the market value of equity is also sensitive to the
change in other financial statement factors in addi-
tion to book equity and earnings. Brigham and
Ehrhardt (2005) stated that value of equity is influ-
enced by several financial factors such as revenues,
operating assets, required investment in operations,
financing decisions, and risk factors. In this respect,
the current researcher formulates the research frame-
work as illustrated in Figure 1. The current research
framework demonstrates that the market value of
equity is driven by several fundamental financial
statement factors: book equity, earnings (net income),
dividend, capital expenditure, net operating work-
ing capital, debt service capability, investment in non-
core business, and capital structure.

HYPOTHESIS STATEMENTS

In light of the research question and fundamen-
tal financial variables presented in the research frame-
work, the researcher hypothesizes the following sta-
tistical alternative statements:



Figure 1: Research Framework

Independent variables
(Fundamental financial variables)

| Book Value of Equity

| Earnings (Netincome)

| Dividend

| Capital Expenditure

| Net Operating Working Capital

| Debr Service Capability

| Investment In Non-core Business

| Capital Structure

H1a: There is a statistically significant relation-
ship between the change in the book value of equity
and the change in the market value of equity.

H2a: There is a statistically significant relation-
ship between earnings (net income) growth and the
change in the market value of equity.

H3a: There is a statistically significant relation-
ship between dividend growth and the change in the
market value of equity.

H4a: There is a statistically significant relation-
ship between the change in capital expenditure and
the change in the market value of equity.

Hb5a: There is a statistically significant relation-
ship between the change in net operating working
capital and the change in the market value of equity.

Héa: There is a statistically significant relation-
ship between the change in debt service capability
and the change in the market value of equity.

H7a: There is a statistically significant relation-
ship between investment in non-core business growth
and the change in the market value of equity.

H8a: There isa statistically significant relation-
ship between the change in capital structure and the
change in the market value of equity.

RESEARCH METHODOLOGY

The researcher targeted all 25 media and pub-
lishing firms as presented on the master list retrieved
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Dependent variables

Market Value of Equity |

July 24, 2009 from the Stock Exchange of Thai-
land. Financial statement data and equity prices of
the sample were drawn from the Bloomberg data-
base, in which the researcher found unequal span-
ning of data during the years 1990-2008. To con-
trol undesirable effect of unbalanced data causing
improper statistical output, the researcher trimmed
the initial dataset. This, consequently yielded the bal-
anced panel data of 100 firm-year observations from
20 firms spanning 2004-2008. The financial data
related to all the variables of interest are measured
regarding relative change of prior year value (t-1)
and the current year value (t). In Table 1, the mea-
surement of each variable is presented under its defi-
nition.

Statistical treatment of data

The researcher employed multiple regression
analysis to scrutinize the relationship between the
variables of interest and exploited Ordinary Least
Squares Method (OLS) to estimate the empirical
model. This is a practical method in observing de-
pendency of one variable on another (Black, 2004;
Gujarati and Porter, 2009; Wooldridge, 2009). In
dealing with panel data, researchers are likely to face
heterogeneous effects of sample firms that differ-
ently influence the response of dependent variable
on independent variable (Gujarati and Porter, 2009).
To tackle this problem, the researcher allowed the



Table 1: Definitions of Variables and Measurements

Dependent Variable:

the year

Market value of equity (MVE) refers to the price of equity at the end of

[(MVE), — MVE_)]

MVE

-1

Independent Variables:

Book value of equity (BVE) is the yearend amount of total shareholders' equity [((BVE), — BVE,,)]

BVE,,

Earning or Net income (NI) refers to net income earned during the fiscal year [(NI),=NI.)]

and is available to common shareholders exclusive of extraordinary items. NI,

Dividend (DIV) refers to dividend amount paid by a firm in any fiscal year, [(DIV),—DIV,,)]
DIV,

1

capital expenditure.

Capital expenditure (CAPEX) refers to the total yearend amount of

[(CAPEX),— CAPEX_)]
CAPEX,

subtracting accounts payable and accruals.

Net operating working capital (NOWC) refers to the sum of yearend balance [(NOWC),—~NOWC, )]
sheet value of cash, near cash, accounts receivable, inventories, after

NOWC,,

Where,

Debt service capability (DSC) is measured by taking EBITDA coverage ratio as the measurement.
EBITDA Converage Ratio,— EBITDA Converage Ratio,,

EBITDA" coverage ratio can be obtained by the following function:
(EBITDA + Lease Payments)

(Intereste Expense + Principal Payments + Lease Payments

*Earnings Before Interest, Tax, Depreciation, and Amortization.

associated companies.

Investment in non-core business (INV) is the sum of yearend amount of short [(INV),—INV,_]
term investment in marketable security, long term investment, and investment in INV,

1

Capital structure (CS) refers to the yearend debt amount relative to equity.

(BVL),* BVL,) — (BVL) + BVL,)

Note: BVL refers to the book value of liability at the end of the calendar year.
BVE refers to the book value of equity at the end of the calendar year.

model to capture firm effect by incorporating firm-
dummies into the model. The empirical model of this
research expressed below is called The Fixed Ef-
fect Least-Squares Dummy Variable Model.

MVE, = a, + b BVE, + b,NL. + b,DIVit +
b,CAPEX. + bNOWC, + b DSC, + b INV_ +
b,CSit+d DFO01 + d,DF02 + d,DF03 + d DF04 +
d.DF05 + d DF06 + d,DF07 + d,DF08 + d,DF09
+d, DF10 + 4, DF11 + d,DF12 + d, DF13 +
d,DF14 + d, DF15 + d, DF16 + d,,DF17 +
d,,DF18 + d, DF19 + e,
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Where,
as.

the intercept value of the base firm
the regression estimators of the in-
dependent variables of BVE, NI,
DIV, CAPEX, NOWC, DSC,
INV, and CS respectively.

the estimated parameters for the
fixed effect dummy variables.

the market value of equity of firm i
at the end of year ¢

the book value of equity of firm i at



the end of year ¢

NL, = netincome of firm i at the end of
year /

DIV, = dividend paymentoffirmiattheend
of year ¢

CAPEX, = capital expenditure of firm i at the
end of year ¢

NOWC, = netoperating working capital of firm
iat theend of year¢

DSC, = debt service capability of firm i at
the end of year ¢

INV, = investment innon-core business of
firm i at the end of year ¢

CS, = capitalstructure of firm i at the end
of year ¢

DATA ANALYSIS

To obtain BLUE estimators, the properties of
the dataset exploited to estimate the model must
satisfy the basic assumptions of the method of least
squares (Black, 2004; Gujarati and Porter, 2009;
Wooldridge, 2009). Several tests have been con-
ducted to ensure compliance with the required as-
sumptions of the least squares. The tests have in-
volved testing of stationarity, multicollinearity,
heteroskedasticity, and serial correlation. Pair-wise
correlations were observed to detect
multicollinearity. Augmented Dickey-Fuller (ADF)
Test was conducted to test unit root. From testing,
the results confirm that the data are stationary and
there is no multicollinearity problem. Nevertheless,
heteroskedasticity and serial correlation problems
are of concern in this research.

Test of heteroscedasticity

The White test and the Breusch-Pagan-Godfrey
(BPG) test are the statistical testing techniques widely
accepted for diagnosing heteroscedasticity problem
(Gujarati and Porter, 2009; Wooldridge, 2009). The
researcher conducted the disturbance tests utilizing
both methods. The EViews program tabularly re-
veals the detection results in Table 2.

The probabilistic values of the F-statistics ob-
tained from the White (.0324) and the BPG (.0003)
tests are statistically significant at the 5 % confidence
level. Thus, the statistical null hypothesis that the dis-
turbances are equally spread or have equal variances
for any values of exogenous is then rejected. The
result affirms the suffering of heteroscedasticity of
the data health. Even if the heteroscedasticity does
not create the biasness and inconsistent properties
to the model, the efficiencies of the estimators are in
ruins (Ibrahim et al., 2002; Gujarati and Porter,
2009).

Test of serial correlation

Similar to the heteroscedasticity, the serial cor-
relation does not cause the biasness and inconsis-
tent properties to the model, but the estimators are
inefficient. In other words, they are not the best es-
timators. This is because one of the groundbreaking
least square assumptions of zero correlation amongst
the residuals is relaxed (Gujarati and Porter, 2009).
This research employed Breusch-Godfrey Serial
Correlation LM to test the statistical null hypothesis
that there is no serial correlation amongst the re-
sidual orders. The result rejects the statistical null

Table 2: The Result of Heteroscedasticity Test

The White Test

F-statistic 1.743412 Prob. F(27,72) .0324
Obs*R-squared 39.53245 Prob. Chi-Square(27) .0566
Scaled explained SS 125.9340 Prob. Chi-Square(27) .0000
The Breusch-Pagan-Godfrey Test

F-statistic 2.794999 Prob. F(27,72) .0003
Obs*R-squared 51.17485 Prob. Chi-Square(27) .0033
Scaled explained SS 163.0219 Prob. Chi-Square(27) .0000
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hypothesis with the statistically significant p-value of
.0000 at the level of confidence of 5%. This finding
indicates that the health of the dataset suffers from
serially correlated problem. Table 3 shows the test
results.

Gujarati and Porter (2009) posited that in han-
dling of heteroscedasticity and serial correlation
problems, Newey-West standard errors method is
appropriate to be used to solve statistical problems

and estimate the regression model.

THE EMPIRICALRESULTS

Table 4 demonstrates the results of panel data
regression of equity values on the set of fundamen-
tal financial factors using Newey-West HAC Stan-
dard Errors & Covariance.

Table 3: The Result of Serial Correlation Test

Breusch-Godfrey Serial Correlation LM Test

F-statistic 9.835794

Prob. F(5,67) .0000

42.33035

Obs*R-squared

Prob. Chi-Square(5) .0000

Table 4: The Results of Panel Data Regression of Equity Values on The Set of
Fundamental Financial Factors

MVE, = a, + b,BVE, + bNI,+ b DIV, + b CAPEXit + b, NOWC,+ b,DSC, + b,INVit + b,CS,+ d , DF01
+ d,DF02 + d,DF03 + d,DF04 + d,DF05 + d,DF06 + d,DFO07 + d,DF08 + d,DF09 + d,,DF10 + d, DF11 +
d,DF12 + d, DF13 + d,,DF14 + d,.DF15 + d,.DF16 + d,,DF17 + d,,DF18 + d DF19 + e,

Variables Coefficient t-statistics p-value
X1_BVE -0.009808 (b,) -2.317342 .0233*
X2_NI -0.009950 (b,) -0.347517 7292
X3_DIV 0.114654 (b.) 1.549215 1257
X4 _CAPEX 0.007591 (b,) 1.934192 .0570
X5_NOWC 0.037043 (b,) 2.102669 .0390*
X6_DSC 0.000030 (b,) 1.944003 .0558
X7_INV 0.058224 (b,) 4.155571 .0001*
X8_CS 0.001436 (b,) 2.713955 .0083"
DFO1 -0.677004 (d.) -1.333905 .1864
DF02 0.316171 (d.) 2.872952 .0053*
DF03 0.478463 (d,) 3.342958 .0013*
DF04 0.127839(d.) 1.106295 2723
DF05 0.022383 (d,) 0.200999 .8413
DF06 -0.003481 (d,) -0.007257 .9942
DFO7 0.016021 (d,) 0.144420 .8856
DF08 -0.075444 (d,) -0.782164 4367
DF09 0.012424 (d,) 0.077433 .9385
DF10 -0.500646 (d,,) -2.491155 .0150*
DF11 0.423747 (d,,) 0.956975 .3418
DF12 -0.069348 (d..) -0.686694 4945
DF13 0.283738(d,,) 3.268913 .0017*
DF14 0.047207 (d,) 0.702170 4848
DF15 0.146858 (d.,) 0.822606 4134
DF16 0.145904 (d.,) 1.152382 .2530
DF17 -0.093668 (d,,) -0.531995 .5964
DF18 0.372881 (d,,) 3.867186 .0002*
DF19 0.042702 (d,,) 0.408153 .6844
F-statistic 9.963767

Adjusted R? .709696 .0000

*Significant at the level of .05 (two-tailed)
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The results show that the regression estimators
of book value of equity, net operating working capi-
tal, investment in non-core business and capital struc-
ture are statistically significantat p <.05. These con-
firm an acceptance of statistical alternative hypoth-
eses la, 5a, 7a, and 8a. The negative estimator of
book equity (b1l = - 0.009808) indicates that the
market reacts to the change of'this factor concern-
ing the presence of informational asymmetry. The
positive estimator of net operating working capital
(b5 =0.037043) expresses the market responses
to the change of this factor regarding its importance
to a firm’s operation. The positive estimator of in-
vestment in non-core business (b7 = 0.058224)
shows that the market responses to the change of
this factor considering investment opportunity as in-
come and value drivers. The positive estimator of
capital structure (b8 = 0.001436) demonstrates re-
action of the market to the change of this factor.
This is because capital structure is a factor that de-
termines growth opportunity and tax benefit while it
also causes financial risk. The adjusted R2shows
that the obtained model explains interaction between
the market equity value and the set of fundamental
financial variables of about 70.96 percent.

The results also show that the estimated param-
eters of fixed effect dummy variables (DF02, DF03,
DF10, DF13 and DF18) are statistically significant
atp <.05. This indicates that the differences among
firms statistically and significantly influence the re-
sponse of market value of equity on the selected
independent variables.

The statistical insignificances of eamnings (net in-
come), dividend, capital expenditure, and debt ser-
vice capability at p> .05 show that statistically, the
market does not react to the change of these fac-
tors. The results fail to support hypotheses 2a, 3a,
4a, and 6a.

CONCLUSION AND FURTHER RE-
SEARCH

This research is aimed at examining whether
equity values of Thailand’s media and publishing firms
reflect informational contents of financial statement
factors. The researcher employed regression analy-
sis to study the relationship, where OLS method al-
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lowed for capturing firm effect is used to estimate
the model. The statistical problems
(heteroscedasticity and the serial correlation) are
remedied using Newey-West standard errors
method. The study accept the statistical alternative
hypotheses that equity values are statistically and
significantly relevant to book equity, net operating
working capital, non-core business investment, and
capital structure. The results imply that financial state-
ment data are value relevant. This is consistent with
Graham and King (2000), Ibrahim et al. (2002),
Naser et al. (2003), Razeen and Karbhari (2004),
El Shamy and Kayed (2005), Alattar and Khater
(2007), Rahman and Mohd-Saleh (2007) who also
reported value relevance of financial statement
amounts. Theresults also evidence that the responses
of equity values on fundamental factors differ among
the sample firms.

The facts underlying statistical insignificances of
some factors are grounded in a few possible rea-
sons. As perceived by the market, earnings do not
reflect true operating performance because the
amounts include nonrecurring transactions. This re-
sult is consistent with Amir and Lev (1996), who
reported that in the labor intensive industry, earn-
ings are irrelevant. Also, it is consistent with Gra-
ham and King (2000), who found that in Thailand,
book equity is more powerful than earnings in ex-
plaining market equity. The fact that earnings is re-
garded as inferior to book equity in explaining eg-
uity values of service industry was also revealed by
El Shamy and Kayed (2005).

Theresults also imply that in this industry, inves-
tors prefer capital gains to dividend yields. This is
consistent with tax preference theory. The fact that
debt service is not of concern to equity investors
reflects their short-term behaviors. It also implies
that long-term credit conditions of firms may not
concern the investors because the investors can di-
versify their portfolios to mitigate investment risks.
In addition, capital expenditure representing physi-
cal capital seems to be less important in the labor
intensive industry.

In conclusion, the results lend an implication be-
yond theoretical expectation about Thailand’s me-
dia and publishing industry, which is considered a
labor-intensive industry. The findings indicate the im-
portance of fundamental financial factors to equity



investment in Thailand’s media and publishing indus-
try, the value of which is primarily driven by soft
factors. That is, in addition to informational contents
of soft variables, investors employ financial state-
ment information to value equity.

Most importantly, in the broad perspective, even
if Thailand goes through another economic and/or
subprime crisis, the results indicate no change of in-
vestors’ decisions in using the criteria in determining
the market value of equity. Financial and non-finan-
cial information are significant compliments to eg-
uity investment in the eyes of the SET investors. Fur-
ther research can be conducted to see how ethical
standards and good governance of firms influence
or weaken value relevance of financial statements
informaticn.
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AREVIEW OF STATISTICALMETHODS IN THE FINANCIAL DISTRESS LITERATURE

Phassawan Suntraruk
Martin de Tours School of Management, Assumption University of Thailand

Abstract

The objective of this study is to provide a review regarding the statistical methods applied in
Jfinancial distress studies. It is revealed that previously, there were no consistencies in statistical
methods used to develop the financial distress prediction models. Indeed, the ability of models in
predicting the likelihood of firms’financial distress is doubtful. Hence, the review of this study helps
raise researchers’awareness on constructing the financial distress prediction model in terms of use-
Jfulness and limitations of statistical methods on sample selection, statistical techniques, and validity
test. This would enable them to develop a model that mitigates the biased outcomes, enhances’ the
model's predictability, and ultimately, one which suits their needs.

INTRODUCTION

Since the 1960s, there has been an increasing
interest in the development of financial distress pre-
diction models. The primary purpose of such model
development is to provide an early warning tool to
predict the incidence of firm’s failure promptly and
most accurately. Since the consequences of the firms’
failure, e.g. the bankruptcy of firms during Asian fi-
nancial crisis in 1997, the failure of Enron and
WorldCom in 2002, the banks’ failure during the
U.S. subprime crisis in 2008 and the European fi-
nancial scandals in 2010, have severely affected the
health of individuals, firms, industries, nations, and
ultimately worldwide countries, the financial distress
prediction model then enables a number of stake-
holders such as investors, creditors, managers, au-
ditors and government authorities to take either pre-
ventive or corrective actions to avoid or mitigate the
potential losses which would incur (Keasey &
Watson, 1987).

There are many important issues that should be
considered when developing the models. First is the
selection of firms’ financial distress event as the de-
pendent variable. Many forms of failure have been
recently used as a proxy of firms’ financial distress,
for instance, the negative earnings, nonpayment of a
preferred stock dividend, default on loan principal
and/or interest payment, loan renegotiation, formal
liquidation, and bankruptcy petition. However, one

should be aware that the model developed by using
one proxied event is not effective to be used to pre-
dict the likelihood of another failure’s event, for in-
stance, Gilbert, Menon, and Schwartz (1990) found
that the prediction model, in which the bankruptcy
is used as the proxy of firms’ financial distress, can-
not discriminate the bankrupt firms from other fi-
nancially distressed ones because financial condi-

tions of bankrupt firms tend to be different from those

- of financially distressed firms.
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Moreover, the choices of predictors included in
the model should be carefully screened. Suntraruk
(2010) found that the primary causes of firms’ fail-
ure are the firms’ weak operation, the firms’ mis-
management, and the external factors. In her study,
the firms’ weak operation is reflected by the finan-
cial ratios. Initially, financial ratios are one of the most
recognized predictors that have been employed in
predicting the likelihood of firms’ failure since the
late 1960s, e.g. the studies of Altman (1968), Ang,
Cole, and Lin (2000), Beaver (1966), Charitou,
Neophytou, and Charalambous (2004), Deakin
(1972), Nam and Jinn (2000), Ohlson (1980). Even
though these financial ratios can reflect the financial
performance of firm, they are subject to manipula-
tion and window-dressing (Casey & Bartczak, 1985;
Lee & Yeh, 2004; Opler & Titman, 1994). Hence,
the non-financial data should additionally be con-
sidered as other potential predictors of firms’ finan-
cial distress (Argenti, 1976; Keasey & Watson,



1987; Gilbertetal., 1990). Corporate governance
variables are non-financial that are factors used ex-
tensively. They can reflect the quality of firms’ man-
agement and the attitudes of management toward
firm performance. Gompers, Ishii, and Metrick
(2003) evidenced that corporate governance can
induce a firm’s value through the reduction of agency
cost. They suggested that firms with effective cor-
porate governance show better performance in
terms of higher stock returns, higher profits, higher
sales growth, lower capital expenditure, and fewer
acquisitions. Lastly, the macroeconomic variables,
external factors, are other non-financial variables that
significantly affect the health of firms. Many econo-
mists have believed that the macroeconomic phe-
nomena, such as a tight monetary policy (Altman,
1971), high interest rate (Charitou et al., 2004), the
state of economy (Dambolena & Khoury, 1980;
Mensah, 1984), high inflation (Liou & Smith, 2007;
Tirapat & Nittayagasetwat, 1999), are attributed to
the failure of firms. Because of these, both financial
and non-financial variables are important predictors
applied when constructing a financial distress pre-
diction model.

In addition, sample selection is important for
developing and testing financial distress prediction
models. Ifa set of inappropriate sample is employed,
the estimated model may provide biased outcomes.
Moreover, the statistical techniques implemented in
the prediction models do not show consensus as
several limitations in the methodological develop-
ment have been noticed. Hence, the predictive abil-
ity of the various techniques used might be in doubt.
Furthermore, once the model is developed, it is cru-
cial to determine whether the derived model can ef-
fectively predict the likelihood of firms’ financial dis-
tress; in other words, whether the estimated model
is valid. The procedure is to examine the success of
the financial distress prediction model in terms of
classification accuracy rate should be considered.

Therefore, this study is aimed to provide a re-
view summary describing the usefulness and limita-
tions of statistical methods, including sample selec-
tion, statistical techniques, and validity test, applied
extensively in the existing financial distress predic-
tion literature. This review summary would provide
benefits to those who are searching for the statisti-
cal methods appropriate for the development of the
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financial distress prediction models.

The paper is organized as follows. Section II
discusses the procedures of sample selection. Sec-
tion I explains the choices of statistical techniques
employed when developing the model. Section IV
describes the validity test used to access the effec-
tive of financial distress model in predicting the inci-
dence of firms’ failure.

SAMPLE SELECTION PROCEDURES

Many prediction models in the financial distress
studies are developed by using equal samples of fi-
nancially distressed and healthy firms. The financially
distressed firms, as the dependent variable, are first
observed and then the healthy firms are paired
(Altman, 1968; Aziz & Lawson, 1989; Beaver,
1966; Charitou et al., 2004; Daily & Dalton, 1994a,
1994b; Dambolena & Khoury, 1980; Wilcox,
1973). The matching criteria that have been largely
accepted are industry classification and asset size.
Hence, a healthy firm is in the same industry group
and has approximately the same size as each of the
financially distressed firms (Altman, 1968; Altman,
Eom, & Kim, 1995; Beaver, 1966, 1968;
Dambolena & Khoury, 1980; Wilcox, 1973). Al-
ternatively, Daily and Dalton (1994a) matched a fi-
nancially distressed firm with a healthy firm of the
same size and sales volume. However, in their addi-
tional study, the matching criteria are based on in-
dustry, year, and size (Daily & Dalton, 1994b).

A benefit of one-to-one matching procedure
above is to provide some controls for firms’ envi-
ronment. Without a matched-sample design, the
healthy firms would significantly differ in terms of
the industry and size; hence the models developed
for the purpose of firms’ classification may attempt
to discriminate between large and small firms, or
between one industry and others (Jones, 1987).
Another benefit is that the matching criterion would
mitigate the effects of the industry and size factors
that might cause an unclear relationship between in-
dependent variables and probability of firms’ finan-
cial distress. Hence, industry classification should be
considered in any financial distress study (Beaver,
1966). The other benefit is for the purpose of com-
parison. Since different industries, having different



environment factors, and different probabilities of
firms’ financial distress, the direct comparison of the
same ratios calculated by different firms in different
industries can be annulled (Casey & Bartczak,
1985). Although the ratios of two firms are similar,
the comparison of the firms’ ratios from different asset
size can be meaningless (Beaver, 1966). However,
there exist criticisms on industry and size matching.
Firstly, it would limit the findings only to firms of equal
size (Casey & Bartczak, 1985). Secondly, it would
ignore the predictive ability of size and industry as
exogenous measures (Keasey & Watson, 1991).
Moreover, the matched sample design above does
not allow the sample to be drawn at random. Esti-
mating models on nonrandom, matching samples,
violates the random sampling assumption and in tumn
results in biased parameters and probability esti-
mates (Manski & Lerman, 1977).

Zmijewski (1984) revealed that two types of
biases exist when nonrandom sampling is selected.
The first bias is the choice-based sample bias in that
it arises from “oversampling” financially distressed
firms. To a great extent, a financial distress event
infrequently occurs and often the financially distressed
firms are of unequal proportion to the healthy ones.
Hence, a sample probability of the former group
tends to be greater than its population probability.
This results in understating classification and pre-
diction error rates. Zmijewski (1984) empirically
found that the existing studies using the nonrandom
samples have an overstated financially distressed firm
sample, causing the choice-based sample bias to be
present. However, if the researchers would like to
reduce such bias, Zmijewski (1984) suggested that
they employ the estimation technique such as
weighted exogenous sample maximum likelihood.
Using such a technique allows the sample selection
to reflect the true population, meaning that the esti-
mated probability distribution can approach the
population distribution.

The second bias arising from nonrandom sam-
pling is the sample selection bias that is influenced
by the incomplete data of financially distressed firms
(Zmijewski, 1984). When a researcher estimates
the model, both the parameters and probabilities can
still be obtained if a researcher does not carefully
consider the incomplete data that are not distrib-
uted randomly in the population (Heckman, 1979).
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In general, the financially distressed firms tend to
have incomplete data, causing the probability of firms’
financial distress to be negatively related to the prob-
ability of complete data. Suppose a researcher ran-
domly draws the financially distressed firms from the
whole population. The probability of firms’ financial
distress is likely to be high. The sample with high
probability of firms’ financial distress tends to have
low probabilities of being selected. In contrast, if a
researcher draws the financially distressed firms from
the complete data sample only, the probability of
financial distress given complete data is lower than
in the former case. The sample with low probability
of financial distress tends to have high probabilities
of being selected. Hence, the estimated probabili-
ties would understate the population probatilities
when ignoring the incomplete data. Zmijewski (1984)
empirically evidenced that most financially distressed
firms are both young and small. Such firms are more
likely to have incomplete data; hence there exists a
sample selection bias. :
Consistent with Zmijewski (1984), Palepu
(1986) claimed that the use of nonrandom samples
is more likely to provide unreliable predictive re-
sults. The ability of such a model to predict the prob-
ability of financial distress of firms is overstated un-
less the appropriate estimation techniques are used.
Also, the classification error rate estimates cannot
reflect the performance of models in the population.
Hence, to avoid biases in both parameters and
probability estimates arising from the matched
sample, many researchers have avoided using the
matching technique by increasing the number of
matching sample. This technique yields anumber of
samples that is close to population probability. For
instance, Ohlson (1980) included 105 bankrupt firms
and 2,058 non-bankrupt firms in his study. More-
over, Boritz, Kennedy, and Albuquerque (1995)
used 41 bankrupt firms and 4,099 non-bankrupt
firms for their estimation sample. Also, Chen,
Marshall, Zhang, and Ganesh (2006) developed the
bankruptcy prediction model by using 89 unhealthy
firms and 940 healthy firms. However, some re-
searchers have employed the matching technique,
but increased the number of healthy firms’ samples
in different proportions. This means that instead of
using a one-to-one matching by both industry and
size, Casey and Bartczak (1985) matched the 60



bankrupt firms with 203 non-bankrupt firms based
on the industry alone. Platt, Platt, and Pedersen
(1994) also used 35 bankrupt firms paired with 89
non-bankrupt firms in the same industry.

CHOICES OF STATISTICALTECHNIQUES
REGARDING MODEL DEVELOPMENT

There are no consistencies in prior financial dis-
tress literature on the statistical techniques employed
in the prediction models. In general, there are four
popular standard statistical techniques used to de-
rive the models; univariate analysis, multivariate dis-
criminant analysis, probit/logit analysis, and neural
networks. Each technique has both benefits and limi-
tations.

1. Univariate Analysis

Initially, the univariate analysis was applied as
the basic econometric technique in financial distress
studies. It was first recognized by Beaver (1966) in
order to predict the likelihood of firms’ failure through
financial ratios. Under this method, a financial ratio
of the interested firm is compared to a perceived
benchmark ratio to discriminate a failed firm from
one that is not. This analysis allows the predictive
ability of ratios to be tested one ratio at a time, im-
plying that the individual variable can directly signal
an impending problem. In addition, the validity of
the univariate analysis depends on the assumption
of a proportional relationship between two factors
(Keasey & Watson, 1991). If this assumption is vio-
lated, the conclusions may be faulty. For instance, it
is found that the proportionality assumption could
be violated if a constant term in the relationship be-
tween the two factors, creating the ratio, is antici-
pated, e.g. for the profits to sales ratio, the profits
may not be correlated to the sales (Whittington,
1980). Hence, it might not be proper to describe
the relationship between profits and sales by using
such a ratio. Nonetheless, such violation of the pro-
portionality assumption seems to be ignored because
the benefit received from the outstanding perfor-
mance of the financial ratio analysis in describing the
relationships between financial ratios is much greater
than the costs arising from the violation of propor-
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tionality assumption (McDonald & Morris, 1984).

Although the univariate analysis based upon the
financial ratios is easily applied and can effectively
predict the financial distress status of a firm, Beaver
(1966) suggested that a researcher may consider
the multi-ratio analysis when different ratios are ex-
amined at the same time. Therefore, the prediction
results based on the multi-ratio analysis would be
better.

2. Multivariate Discriminant Analysis

Altman (1968) was among the first to make ad-
ditional changes to Beaver’s (1966) univariate analy-
sis. He introduced a multivariate approach in which
two or more different variables included in the bank-
ruptcy models are examined simultaneously. The
approach is known as the multivariate discriminant
analysis. The objective of discriminant analysis is to
obtain the linear combination of variables that best
separate the bankrupt firms from the non-bankrupt
ones. Then, Altman (1968) developed the discrimi-
nant model, known as the “Z-score” model, by us-
ing manufacturing firms which went bankrupt during
1946 to 1965. He found that out of twenty two
potential ratios, five ratios are best used to classify
the bankrupt/non-bankrupt firms. These five finan-
cial measurements are objectively weighted and then
included in the ultimate model as follows:

Z 0.012X, + 0.014X, + 0.033.X, +

0.006X, +0.999.X; (1)
where, X, = working capital/total assets, X, = re-
tained earnings/total assets, X, = earnings before
interests and taxes/total assets, X, = market value
of equity/book value of total liabilities, X = sales/
total assets, Z = overall index.

To predict the status of a firm, the values for
each financial measurement are summed up to ar-
rive at an overall score. As the Z score is 2.67 or
above, the firm is classified as non-bankrupt; in con-
trast, as the Z score is 1.81 or less, the firm is clas-
sified as bankrupt. However, as the Z score is be-
tween 1.81 and 2.67, the score falls into the grey
area (zone of ignorance), conclusions cannot be
drawn on the status of the firm (Altman, 1968). This
grey area is the potential drawback of the Altman’s
Z-score model.

Although a vast variety of financial distress re-



search has applied the multivariate discriminant analy-
sis and indicated a high accuracy rate of classifica-
tion (Keasey & Watson, 1991), discriminant analy-
sis is subject to several limitations. Firstly, discrimi-
nant analysis does not practically provide an inde-
pendent significance of the individual variable
(Keasey & Watson, 1991; Mensah, 1984; Ohlson,
1980). Hence, the significance of each independent
variable is less emphasized than the estimated Z-
score for a given observation. Secondly, the dis-
criminant analysis assumes that the predictors are
multivariate normally distributed and their variance-
covariance metrics are equivalent for both groups
(Keasey & Watson, 1991; Ohlson, 1980). The de-
viations from this assumption may provide subopti-
mal results. In addition, under the above assump-
tions, the discriminant analysis prevents the use of
dummy independent variables which somehow can
improve the predictability of the financial distress
models. Moreover, the application of a model de-
veloped by the discriminant analysis is limited to a
binary discriminant decision - that is prediction of
bankrupt/non-bankrupt firm (Ohlson, 1980). Finally,
the discriminant analysis does not indicate the prob-
ability of firms’ financial distress (Nam & Jinn, 2000).

3. Probit/Logit Analysis

Regarding the aforementioned limitations of the
multivariate discriminant analysis, many researchers
alternatively employ the probit or logit analysis. Stock
and Watson (2003) explained that the probit or logit
analysis is designed for the binary dependent vari-
ables. It is then suitable for the nonlinear regression
models where the dependent variable has value only
for 1 and 0, e.g. 1 for the financial distress and 0 for
otherwise. Moreover, the probit and logistic mod-
els are similar in that they can help ensure that the
predicted values are strictly between zero and one
and they both use the cumulative probability distri-
bution function (c.d.f). However, the probit regres-
sion employs the standard normal c.d.f, whereas
the logistic regression applies the logistic c.d.f This
is the only significant difference between the probit
and logistic models. Even though both models pro-
vide very similar results, the logistic model is pre-
ferred due to its more easy-to-use mathematical
techniques (Doran, 1989). The following is the math-
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ematical concept that underlies the logistic regres-
sion model.

Initially, in terms of linear regression model, an
observation of the outcome variable is expressed
(Gujarati, 2003) as:

E(¥ X iy )= By BX usat B X + 6

2)
where, the outcome variable, Y, is assumed, condi-
tional on k independent variables, X 9 Xgins Xs 10
have anormal distribution, and € represents the ran-
dom error which is assumed to be normally distrib-
uted.

However, Dickman (2003) suggested that if Y,
is a binary variable, the left4hand side of the equa-
tion 2 repres¢nts a probability of interest, lying be-
tween(Oand 1. The Pr(y = 1 X, ..., X) should then
equal to E(Y X, ..., X)) in which the Y takes only
two values, 1 and 0. The following is the new model.

(X) Pr¥=1X ..l X )= B+ BX,

Hesit X 3)
where, 71X) = the probability of the outcome of
interest, lying between 0 and 1.

As shown in Equation 2, the right-hand side of
the equation can be any value between -0 and +oo,
but the left-hand side of the equation 3, presenting
nonlinear relationship, lies between 0 and 1. To
change the range of values on the left-hand side of
equation 3 to be as the linear relationship as in equa-
tion 2, the natural logarithm (/) of an odds ratio,
zn(j_rr%_) )should be applied instead of 77X) in

which _7(X)  represents the odds ratios of the
I -n(x)

outcome of interest, lying between 0 and -0 and
In(_7%)_) lies between -oo and +co. The simple
1 -n(x)

logistic regression model then has the form as fol-
lows:
In(_7x)_) = B+ BX +....+ BX, (4)
1 -n(x)

where, In(_7(X)_) isthelogoddorthe logit.
I -n(x)

Therefore, according to equation 4, the logistic
model is able to test the hypothesis regarding the
linear relationships between the likelihood of the
outcome of interest, /ogit (Y), and their indepen-
dent variables (Xs). In addition, the n is the logit



coefficients in which the positive or negative Bre-
veals that the independent variables (X) increases
or decreases the logit (Y).

To calculate the Sis to apply the maximum like-
lihood estimation (MLE). Such a technique does not
require any assumption on the distribution of inde-
pendent variables, and in turn can directly provide
the probabilistic estimators (Field, 2000; Gilbert et
al. 1990; Keasey & Watson, 1991; Nam & Jinn,
2000; Ohlson, 1980; Simpson & Gleason, 1999).
Moreover, the MLE technique provides the un-
known coefficients of independent variables that are
the values most likely to have occurred (Stock &
Watson, 2003). In other words, the coefficients se-
lected are those having the maximized value of the
probability of drawing the data actually observed.
Indeed, the values of unknown coefficients in the
logistic regression model are those which maximize
the log likelihood function, which is identical to mini-
mizing the sum of squared residuals in the Ordinary
Least Squares (OLS) regression (Diebold, 2004).
Therefore, the MLE provides the unknown coeffi-
cients of independent variables that allows a re-
searcher to select the best independent variables of
models used to predict the observed value of the
outcome of interest (Casey & Bartczak, 1985;
Hosmer & Lemeshow, 2000).

Furthermore, Peng, Lee, and Ingersoll (2002)
mentioned that when taking antilog of equation 4 on
both sides, the predicted probability of the outcome
of interest () can be obtained as follows:

mT = Pr(Y=1,X!=xP x2=x?.__,k;‘=xk)
= Bt BX, ... + B, y
(]+gB+B,\’,+ ,,,,,, +3{\;) (5)

Hence, the equation 5 is used to assess the prob-
ability of the outcome, given Xs. This equation can
also be applied to examine the success of the model
to predict the probability of the outcome of interest
via the validity test.

Due to its wide range of benefits, the logit analysis
has been extensively recognized in prior financial
distress prediction studies. Firstly, the logistic regres-
sion analysis is more appropriate when a model has
a dependent variable in qualitative forms (Field,
2000), particularly, for the studies regarding the de-
velopment of financial distress prediction model
where the dependent variable is a binary variable
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presenting two states of nature; financial distress and
health. Secondly, the use of logit analysis can over-
come a serious limitation of the univariate analysis
and multivariate discriminant analysis where the as-
sumption of normal distribution of variable is required
because the logit analysis does not require any dis-
tribution assumption of independent variables
(Keasey & Watson, 1991). Furthermore, the logit
analysis provides an access to the significance of
the individual independent variables included in the
model. The usefulness of specific information, such
as the financial ratios and firm-specific information
can be identified and the conditional probabilistic
estimates of firms’ financial distress can be deter-
mined (Keasey & Watson, 1991). In addition, to-
gether with the logistic regression analysis, the maxi-
mum likelihood statistics are employed. With this
maximum likelihood method, researchers are able
to select the best or most contributives independent
variables included in the model (Hosmer &
Lemeshow, 2000). Moreover, using logit analysis
through the cumulative probability function, as shown
in equation 5, the probability of firms’ financial dis-
tress for the purpose of prediction can be obtained
(Ohlson, 1980). Finally, the results from the logistic
regression analysis are easily interpreted and a num-
ber of statistical software packages are extensively
available for this purpose (Keasey & Watson, 1991).

4. Neural Networks

The multivariate discriminant analysis and logit
analysis suffers from certain limitations, such as the
multicollinerity, probability distribution, and nonlin-
ear relationship. If the data used or models devel-
oped do not follow such assumptions, the results
from these analyses are questionable. Because of
these, many researchers have found that the neural
networks are an alternatively useful methodology in
which the above limitations can be ignored com-
pletely. Etheridge and Sriram (1997) examined the
performance of the neural network for the purpose
of prediction of firms’ financial distress by compar-
ing it to the multivariate discriminant and logitistic
regression models. They found that though the mul-
tivariate discriminant and logistic models provide the
lowest classification error rates, the neural network
outperforms the former models with the consider-



ation of the small relative error costs.

In addition, Zurada, Foster, Ward, and Barker
(1998) evidenced that the neural networks can bet-
ter describe the complex relationships between and
among variables than the logistic regression analysis
can. Considering only the predictive accuracy, they
found that a neural network should be specifically
applied for the more complex dependent variables
e.g. the multi-state variables, while a logistic model
should be utilized for binary dependent variables.
Moreover, Eftekhar, Mohammad, Ardebili, Ghodsi,
and Ketabchi (2005) confirmed that the neural net-
work is appropriate when applied to a model with
nonlinear complex interactions. However, it is found
that the neural network methodology somewhat does
not provide superior results than the discriminant
analysis and logistic models (Charitou et al., 2004;
Coats & Fant, 1993). Consequently, perhaps there
is more than one type of methodology which prop-
erly identifies whether firms are experiencing finan-
cial distress (Ohlson, 1980).

Furthermore, Nittayagasetwat (1996) was
among the first Thai researchers to employ an artifi-
cial neural network (ANN) technique to develop
the bankruptcy prediction model for the U.S. firms
filing for bankruptcy during 1991 to 1993. He found
that the prediction model developed by using the
ANN yields superior results in predicting the likeli-
hood of bankruptcy accurately than the prediction
model developed by using the logit analysis, regard-

less of transformed or untransformed financial ac-
counts.

Even though the neural network analysis can
overcome the problems of the multivariate discrimi-
nant analysis and logit analysis and the models de-
veloped based on the neutral network techniques
sometimes provide a higher accurate rate of classi-
fication, it is not applicable when the objective of
the study is to obtain the significance of independent
variables (Etheridge & Sriram, 1997). Indeed, it is
more difficult to interpret the meaning of indepen-
dent variables included in the neural network model,
compared to the logistic regression model (Eftekhar
etal., 2005). Hence, it is more useful to apply the
neural network analysis if a researcher would like to
develop an effective early warning model used to
explain nonlinear complex relationships between and
among variables.

Table 1 summarizes four statistical techniques
employed in prior studies.

VALIDITY TEST

It is crucial to determine whether the estimated
model developed through any statistical techniques
mentioned above can effectively predict the likeli-
hood of firms’ financial distress; in other words,
whether the estimated model is valid. The proce-
dure here is to examine the success of the financial

Table 1: Statistical Techniques in the Financial Distress Studies

Methodology Characteristics Literature
Univariate Analysis | Helps examine the predictive ability of ratios to be tested one Beaver (1966)
ratio at a time. Shows the relationship between two variables

But, has limited ability to examine many ratios at the same time.
Multivariate Examines two or more different variables simultaneously. Altman (1968)
Discriminant Assumes multivariate normally distribution and variance-
Analysis covariance metrics. But, prevents the use of dummy variables
and does not provide probability of firms' financial distress and
significance of predictors.
Probit/Logit Designs for the binary dependent variable. Helps develop the Ohlson ( 1980)
Analysis nonlinear regression model with assumption of cumulative
distribution function. Provides probability of firms' financial
distress and significance of predictors. Does not require
assumption on the distribution of predictors.
Neural Network Helps explain a very complex relationship. Does not require any Etheridge &
distribution assumption. But, does not provide significance of Sriram (1997)
individual variables.
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distress prediction model in terms of classification
accuracy rate ona set of firms that are independent
of the original sample.

Although a majority of studies have tested the
model’s validity, it is questionable whether the inde-
pendent holdout sample should be from the same
time period as the estimation sample. Keasey and
Watson (1991) reported that the use of a holdout
sample from the same time period as the estimation
sample is appropriate only when the financial dis-
tress predictors are stationary over time. In fact, Platt
and Platt (1990) found that the relationships between
the dependent and independent variables as well as
the relationships among the independent variables
are less likely to be stable over time according to
the changes in the economic environment. Grice and
Dugan (2001) additionally noted that as the periods
of estimation and holdout sample are the same, the
classificatory accuracy rates are upwardly biased
and the holdout sample is not proportional to actual
bankruptcy rates.

As aconsequence, it is imperative that the hold-
out sample should be from future-dated periods dif-
ferent from the estimation periods because it not only
helps reduce the above upward biases, but also pro-
vides evidence that the model can be consistently
applied for the subsequent periods. The future-dated
holdout sample is then preferred by many research-
ers. Altman and McGough (1974) used the data from
the 1970-1973 period to examine the validity of
Altman (1968)’s multivariate discriminant model. In
addition, Moyer (1977) applied Altman (1968)’s
model for the sample from 1965 to 1975. Zurada et
al. (1998) used the 1989 holdout sample for the
validity test on the financial distress prediction model
estimated by using the 1988 sample. Ward and Fos-
ter (1997) developed the financial distress predic-
tion model by applying the sample firms during 1988
to 1989, whereas the sample for 1990 firms is used
for testing the strength of the estimated model. More-
over, Charitou et al. (2004) estimated the predic-
tion models by using the data between 1988 and
1994 and tested the validation for data in the period
during 1995 to 1997.

The percentage of classification accuracy is im-
perative to examine the validity of the prediction
model and its success to correctly classify a sample.
The degree of predictive ability is positively related
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to the classification accuracy rate (Beaver, 1966).

Obviously, the high accuracy rate is as the result of
low classification error rate. Hence, most studies

have considered the Type [ and II concepts (Altman,

1968; Charitou et al., 2004; Lee & Yeh, 2004).

Type lis the accurate classification of a financially
distressed firm, while Type I error is the
misclassification of a financially distressed firm asa
healthy one. Type Il is the accurate classification of
a healthy firm, whereas Type II error is the
misclassification of a healthy firm as a financially dis-
tressed one (Beaver, 1966). However, the high ac-
curate classification rate or the low classification er-
ror rate is preferable.

To classify and predict whether a firm is a finan-
cially distressed or healthy firm, the probability of
firms’ financial distress for each firmis calculated
from the cumulative pmbablhty functlon asshownin

B,+BX,+ ...
uation 5: !
" (] + gB,+ BX,+

il

PE@) = (5)
where, Pr (Y) is the estimated probability of finan-
cial distress for firm i; e is the exponential function;
B, B, ... B, are slope coefficients of the estimated
model; and X, X,, ... X, are the actual values of
independent variables (holdout sample).

Once the probability of financial distress, Pr (7),
for each firm in the independent holdout sample is
obtained, each firm is classified into a financially dis-
tressed or a healthy one based on a cutoff score.
Since the value of dependent variable of the logistic
equation is the probability bounded between zero
and one (Hosmer & Lemeshow, 2000), a cutoff
score of 0.50 is appropriate for the determination
of classification accuracy (error) rate. As the esti-
mated probability is more than 0.50, the firm is clas-
sified as being in financial distress and if less than
0.50, the firm is classified as healthy (Casey &
Bartczak, 1985, Gilbert et al., 1990; Lee & Yeh,
2004; Nam & Jinn, 2000; Ohlson, 1980). None-
theless, a use of other cutoff points differing from
0.50 will result in a difference in the classification
rates of Type I and Type II. Even though the 0.50
cutoff score is arbitrary; it has been frequently used
in many prior bankruptcy studies (Casey &
Bartczak, 1985, Gilbert et al., 1990; Lee & Yeh,
2004; Nam & Jinn, 2000; Ohlson, 1980).



CONCLUDING REMARKS

This paper provides the review on the existing
financial distress studies with the emphasis being
placed upon the statistical methods employed to
develop the financial distress prediction models. It
is revealed that a procedure to select the sample is
one crucial issue. The questions regarding the sample
size with respect to the matching techniques should
be clear because it would raise the biased param-
eters and probability estimates if a set of inappro-
priate sample is chosen. Moreover, the types of
dependent variables and independent variables
should be considered. Using different types of vari-
ables, e.g. quantitative, categorical, and/or ordinal
variables, impacts the choices of statistical techniques
used to construct the model and affect the predic-
tion model’s implication. Since different statistical
techniques, e.g. univariate analysis, multivariate
analysis, logit analysis, and neural networks, have
different assumptions, the violations on the statisti-
cal assumptions would create the biased results. Also,
the use of statistical techniques should be rested upon
the objectives of the study since different statistical
techniques provide different applications, e.g. ex-
amining simple or complex relationships, obtaining
the probability of the outcome, or providing the
significances of individual predictors. Furthermore,
the success of the derived financial distress model is
the ability of the model in predicting the likelihood
of firms' financial distress, future event, and discrimi-
nating the financially distressed firms with the most
accuracy. Hence, prior to the actual implementation
of the derived model, the testing on the model’s pre-
dictability through the Type I and Il analysis on the
independent holdout sample should be implemented.

In conclusion, it becomes clear that each statis-
tical method is useful, but has some limitations. As
the appropriate statistical methods are employed,
there would be little doubt on the biased outcomes
of the financial distress prediction model. A better
understanding on these issues should be emphasized
to develop the reliable financial distress prediction
model, in additional to consideration of the selec-
tion of financial distress events and choices of pre-
dictors.

39

References

Altman, E. I. (1968). Financial ratios, discriminant
analysis and the prediction of corporate bank-
ruptcy. The Journal of Finance, 23, 589-609.

Altman, E. I. (1971). Corporate bankruptcy in
America. Lexington: Health Lexington Books.

Altman, E. I, Eom, Y. H., & Kim, D. W. (1995).
Failure prediction: Evidence from Korea. Jour-
nal of International Financial Management
and Accounting, 6, 230-249.

Altman, E. I., & McGough, T. P. (1974). Evalua-
tion of a company as a going concern. Journal
of Accountancy, 138, 50-57.

Ang,J.S., Cole,R.A., & Lin, J. W. (2000). Agency
costs and ownership structure. The Journal of
Finance, 55, 81-106.

Argenti, J. (1976). Corporate collapse: The cause
and symptoms. New York: McGraw-Hill.
Aziz, A., & Lawson, G. H. (1989). Cash flow re-
porting and financial distress models: Testing of
hypotheses. Financial Management, 18, 55-

63.

Beaver, W. H. (1966). Financial ratios as predic-
tors of failure. Journal of Accounting Re-
search, 4, 71-111.

Beaver, W. H. (1968). Market prices, financial ra-
tios, and the prediction of failure. Journal of
Accounting Research, 6, 179-192.

Boritz, J. E., Kennedy, D. B., & Albuquerque, A.
(1995). Predicting corporate failure using a neu-
ral network approach. Intelligent Systems in
Accounting, Finance and Management, 4,
95-111.

Casey, C., & Bartczak, N. (1985). Using operating
cash flow data to predict financial distress: Some
extensions. Journal of Accounting Research,
23, 384-401.

Charitou, A., Neophytou, E., & Charalambous, C.
(2004). Predicting corporate failure: Empirical
evidence for the UK. European Accounting
Review, 13, 465-497.

Chen, J., Marshall, B. R., Zhang, J., & Ganesh, S.
(2006). Financial distress prediction in China.
Review of Pacific Basin Financial Markets
and Policies, 9, 317-336.

Coats, K. P., & Fant, L. F. (1993). Recognising
financial distress patterns using a neural network



tool. Financial Management, 22, 142-154.

Daily, C. M., & Dalton, D. R. (1994a). Bankruptcy
and corporate governance: The impact of board
composition and structure. Academy of Man-
agement Journal, 37, 1603-1617.

Daily, C. M., & Dalton, D. R. (1994b). Corporate
governance and the bankrupt firm: An empirical
assessment. Strategic Management Journal,
15, 643-654.

Dambolena, I. G., & Khoury, S. J. (1980). Ratio
stability and corporate failure. The Journal of
Finance, 35, 1017-1026.

Deakin, E. D. (1972). A discriminant analysis of
predictors of business failure. Journal of Ac-
counting Research, 10, 167-179.

Dickman, P. W. (2003). Logistic regression in SAS
version 8. Retrieved November 13, 2009, from:
www.pauldickman.com/teaching/sas/sas_logis
tic_seminar8.pdf.

Diebold, F. X. (2004). Elements of forecasting.
Ohio: South-Western. 3™ edition.

Doran, H. E. (1989). Applied regression analysis
in econometrics. New York: Dekker.

Eftekhar, B., Mohammad, K., Ardebili, H. E.,
Ghodsi, M., & Ketabchi, E. (2005). Compari-
son of artificial neural network and logistic re-
gression models for prediction of mortality in
head trauma based on initial clinical data. BMC
Medical Informatics and Decision Making,
53

Etheridge, H. L., & Sriram, R. S. (1997). A com-
parison of the relative costs of financial distress
models: Artificial neural networks, logit and mul-
tivariate discriminant analysis. Intelligent Sys-
tems in Accounting, Finance and Manage-
ment, 6, 235-248.

Field, A. (2000). Discovering statistics using SPSS
for windows. London:SAGE.

Gilbert, L. R., Menon, K., & Schwartz, K. B.
(1990). Predicting bankruptcy for firms in finan-
cial distress. Journal of Business Finance and
Accounting, 17, 161-171.

Gompers, P., Ishii, J., & Metrick, A. (2003). Cor-
porate governance and equity prices. The Quar-
terly Journal of Economics, 118, 107-155.

Grice, J. S., & Dugan, M. T. (2001). The limita-
tions of bankruptcy prediction models: Some
cautions for the researcher. Review of Quanti-

40

tative Finance and Accounting, 17, 151-166.

Gujarati, D. N. (2003). Basic econometrics. New
York: McGraw-Hill. 4* edition.

Heckman, J. J. (1979). Sample selection bias as a
specification error. Econometrica, 47, 153-
161.

Hosmer, D. W., & Lemeshow, S. (2000). Applied
logistic regression. New York: Wiley. 2™ edi-
tion.

Jones, F. L. (1987). Current techniques in bank-
ruptey prediction. Journal of Accounting Lit-
erature, 6, 131-164.

Keasey, K., & Watson, R. (1987). Non-financial
symptoms and the prediction of small company
failure: A test of the Argenti hypotheses. Jour-
nal of Business Finance and Accounting, 14,
332-354.

Keasey, K., & Watson, R. (1991). Financial dis-
tress prediction models: A review of their use-
fulness. British Journal of Management, 2, 89-
102.

Lee, T., & Yeh, Y. (2004). Corporate governance
and financial distress: Evidence from Taiwan.
Corporate Governance: The International
Review, 12, 378-388.

Liou, D., & Smith, M. (2007). Macroeconomic
variables and financial distress. Journal of Ac-
counting, Business & Management, 14, 17-
31.

Manski, C. F.,, & Lerman, S. R. (1977). The esti-
mation of choice probabilities from choice based
samples. Econometrica, 45, 1977-1988.

McDonald, B., & Morris, M. H. (1984). The sta-
tistical validity of the ratio method in financial
analysis: An empirical examination. Journal of
Business Finance and Accounting, 33, 89-97.

Mensah, Y.(1984). An examination of the stationarity
of multivariate bankruptcy prediction models: A
methodological study. Journal of Accounting
Research, 22, 380-395.

Moyer, R.C. (1977). Forecasting financial failure: A
re-examination. Financial Management, 6, 11-
1%

Nam, J., & Jinn, T. (2000). Bankruptcy prediction:
Evidence from Korean listed companies during
the IMF crisis. Journal of International Fi-
nancial Management and Accounting, 11,
178-197.



Nittayagasetwat, A. (1996). A use of untransformed
financial accounts in a neutral network model
for predicting bankruptcy. NIDA Development
Journal, 36, 81-108.

Ohlson, J. A. (1980). Financial ratios and the proba-
bilistic prediction of bankruptcy. Journal of Ac-
counting Research, 18, 109-131.

Opler, T. C., & Titman, S. (1994). Financial dis-
tress and corporate performance. The Journal
of Finance, 49, 1015-1040.

Palepu, K. G. (1986). Predicting takeover targets:
A methodological and empirical analysis. Jour-
nal of Accounting and Economics, 8, 3-35.

Peng, C.J., Lee, K. L., & Ingersoll, G. M. (2002).
An introduction to logistic regression analysis
and reporting. The Journal of Education Re-
search, 96, 3-14.

Platt, D. H., & Platt, M. B. (1990). Development
of aclass of stable predictive variables: The case
of bankruptcy prediction. Journal of Business
Finance and Accounting, 17, 31-51.

Platt, D. H., Platt, M. B., & Pedersen, J. G. (1994).
Bankruptcy discriminant with real variables.
Journal of Business Finance and Account-
ing, 21, 491-509.

Simpson, W. G., & Gleason, A. E. (1999). Board
structure, ownership, and financial distress in
banking firms. International Review of Eco-
nomics and Finance, 8, 281-292.

Stock, J. H., & Watson, M. W. (2003). Introduc-
tion to econometrics. Boston: Pearson.

Suntraruk, P. (2010). The predictors of financial dis-
tress: Evidence from nonfinancial firms listed in
Thailand during 2000 to 2009. Unpublished.
Doctoral dissertation, Martin de Tours School
of marketing, Assumption University.

Tirapat, S., & Nittayagasetwat, A. (1999). An in-
vestigation of Thai listed firms’ financial distress
using macro and micro variables. Multinational
Finance Journal, 3, 103-125.

Ward, T. J., & Foster, B. P. (1997). A note on se-
lecting a response measure for financial distress.
Journal of Business Finance and Account-
ing, 24, 869-879.

Whittington, G. (1980). Some basic properties of
accounting ratios. Journal of Business Finance
and Accounting, 7, 219-232.

41

Wilcox, J. W. (1973). A prediction of business fail-
ure using accounting data. Journal of Account-
ing Research, 11,163-179.

Zmijewski, M. E. (1984). Methodological issues
related to the estimation of financial distress pre-
diction models. Journal of Accounting Re-
search, 22, 59-82.

Zurada, J. M., Foster, B. P., Ward, T. J., & Barker,
R. M. (1998). Neural networks versus logit re-
gression models for predicting financial distress
response variables. Journal of Applied Busi-
ness Research, 15,21-29.

About the Author:

Phassawan Suntraruk obtained her Ph.D. in
Business Administration majoring in Finance from
the Martin de Tours School of Management, As-
sumption University. She can be reached at
phassawans@yahoo.com.



IMPULSE PURCHASING BEHAVIOR: ASTUDY ON HYPERMARKET CUSTOMERS
IN BANGKOK

Bipin Charithavely Joseph
Graduate School of Business, Assumption University of Thailand

The aim of this research was to examine the relationship between marketing stimuli (price
promotion, mass distribution, self service, prominent store display, small size), customer character-
istics (excitement, esteem), customers’ product awareness from word of mouth, social norms, and
impulse purchasing behavior of hypermarket customers in Bangkok. Data was collected from 400
respondents who were 18 years and above, both male and female, using questionnaires at the exit of
16 selected hypermarkets in Bangkok. An analysis of the data proved that all the aforementioned
independent variables except self service had significant positive relationships with impulse pur-
chasing behavior of hypermarkets customers. The strongest relationship was between social norms,
word of mouth and impulse purchasing behavior. These findings indicate that marketers have yet to
find the relevant in-store stimuli needed to promote customers’impulse decisions. On the other hand,
these findings illustrate that customers should be cognizant of in-store stimuli present in hypermarkets

fo trigger impulsive behavior.

The great influence of impulse behavior on cus-
tomer buying suggests it is an area of important study
(Bayley and Nancarrow, 1998; Hausman, 2000).
Inthe U.S.A. alone, impulse buying generated over
$4 billion in annual sales (Kacen and Lee, 2002,
cited in Park, Kim and Forney, 2006). With the
growing acceptance of multi-channel retailing, cus-
tomers are constantly exposed to marketing stimuli
that promote impulse buying (Dawson and Kim,
2009). The studies done on impulse purchasing be-
havior in the last four decades demonstrates that al-
most ninety-percent of the customers make an im-
pulse purchase (Welles, 1986, cited in Hausman,
2000). In addition, thirty to fifty-percent of all pur-
chasers can be considered impulse buyers
(Hausman, 2000). Recent researchers agree that
impulse purchasing is increasing among customers
because of its hedonic and affective components
(Hausman, 2000). There is an underlying upward
trend in unplanned purchasing (Cobb and Hoyer,
1986) and tendencies to shop in supermarkets and
hypermarkets increase this trend of purchasing im-
pulses (Welles, 1986 cited in Bayley and Nancarrow,
1998). Several informative websites have reported
the purchasing trends of Thai customers in
hypermarkets. There is an increased flow of cus-
tomers in hypermarkets diverted from department
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stores and small side street markets and a survey
conducted by AC Nielsen’s Thailand found that sev-
enty-percent of all shoppers in Bangkok visited a
hypermarket at least once a month (www.
highbeam.com, accessed on 22/03/2010). There-
fore, the objectives of the study are as below:

1. Tostudy therelationship between market-
ing stimuli such as: price promotion, mass distribu-
tion, self service, prominent store display, small size
and impulse purchase behaviour of hypermarket cus-
tomers.

2. Tostudy the relationship between customer
characteristics such as: excitement, esteem and im-
pulse purchase behaviour of hypermarket custom-
ers.

3. To study the relationship between
customers’s product awareness from word of mouth,
social norms and impulse purchase behaviour of
hypermarket customers.

LITERATURE REVIEW
Price

Price is an important factor ina customer’s pur-
chase decision. A customer pays attention to prices,



compares prices and makes use of this information
in purchase decisions (Diaz, 2004). Since, the cus-
tomers compare the prices, high involvement prod-
ucts are less likely to be bought by the customer on
impulse because these products are more expen-
sive and they take more time and efforts to buy
(Bayley and Nancarrow, 1998). Therefore, low-in-
volvement products with low price are more likely
to be bought impulsively. Thus, short-term cuts on
the prices have become the normal strategies ap-
plied by the manufactures and retailers or the shop-
ping mall operators. In-store stimuli such as price
promotion, sampling, coupons (Abrat and Goodey,
1990), signs, and some of the promotional technique
are considered to be impulse triggers (Kollat and
Ronald, 1969). At what price level an item becomes
an impulse item cannot be precisely determined
(Stern, 1962).

Mass Distribution

“The more numerous the outlets in which an item
is available, the more opportunities the customer has
to find and buy it” (Stern, 1962, p.61). Therefore,
the array of numerous products boosts the impulse
purchasers. All kinds of retail markets offer many
varieties or assortments of products. Customers
value great variety, therefore, retailers should focus
on offering a variety to their customers (Hoch, et
al., 1999). Mass distribution of multiple products
paves the way for the impulse buyers to purchase
items from the assortment lot without much reason-
ing. The impulse customers have everything at their
disposal to be purchased in a single visit when they
encounter huge number of products displayed be-
fore them. Customers rank the variety of assortment
right behind location and pricing when naming rea-
sons why they patronize their favourite stores. Vari-
ety is more important to customers; therefore, they
are more likely to go to a store that offers more
variety. When particular desires are not well formed,
the issue of variety matters even more because of a
desire to become more educated about what is avail-
able while maintaining a degree of flexibility. A per-
ception of variety also matters when there is a mo-
tive or need for variety (Hoch, et.al., 1999).
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Self-Service

Self service, encouraged in most of the recent
hypermarkets, triggers the impulse buying behavior
of customers. Self -service activities and transac-
tions can be performed by the customers without
the assistance or need of an employee (Globerson
and Maggard, 1991). “Certainly, self-service per-
mits the shopper to buy more quickly and with greater
freedom” (Stern, 1962, p.61). Self-service allows
the customers to know the products by touch and
feel, which help them make a purchase decision
(Bultez and Naert, 1998). Therefore, “one way to
improve profitability is to let the customer do some
of the work” (Globerson and Maggard, 1990,
p.35).

Prominent Store Display

Impulse purchasing habits are increasing among
the customers because of the increased, well orga-
nized and attractive display of all the products the
retailers have. Impulsive buying is estimated to ac-
count for over $4 billion of annual sales in the United
States and has been linked to a rapid increase in
technologies, allowing for instant gratification through
the immediate accessibility to products desired
(Zhang and Shrum, 2008).

Displays of all kinds of items are more appeal-
ing to the customers and their emotions. Displays
are very important when it comes to the supermar-
kets, because there is ‘self-service’ encouraged in
most of the hypermarkets. Since there is self-ser-
vice, the customer can see the product, touch the
product and know the product in order to make a
purchasing decision. Thus, in self-service selling situ-
ations, display is an important marketing instrument
(Bultez and Naert, 1998). Since there is an array of
product displayed in hypermarkets, the customers
impulse mood will be evoked which might lead to a
purchase. However, they always consider the size
of the product an important factor in purchasing it
ultimately.

Small Size or Light Weight

The factors other than the price, self-service,
mass distribution and prominent display, the size or



the light weight influences the impulse purchasing
behavior of the customers (Stern, 1962). Further
studies in this field show that the problems concern-
ing weight will have an influence on making a pur-
chasing decision in impulse purchasing, Ifthe item is
heavier, the customer may not intend to buy impul-
sively (Stemn, 1962). On the other hand, if the prod-
uct is light weight and small in size, impulse purchas-
ing behavior will be more prone to occur (Stern,
1962). Even though the item purchased on impulse
can be handy enough, the customers usually appraise
it merely from the point of its easy storage.

Customer Characteristics

Harmancioglu et.al., (2009) viewed that new
product knowledge and customer’s excitement and
esteem work as antecedents to impulse buying in-
tention and behavior. Shopping experiences might
lead to satisfying hedonic desires and an up-liftment
of feelings and fun. These feelings of upliftment and
fun in the shopping experience can increase the ex-
citement and esteem of customers motivating im-
pulse buying intention. Rook and Fisher (1995)
found that customers tried to suppress their feeling
of impulse tendencies because they wanted to be
perceived as mature, rational and not just moved by
impulse tendencies. Conversely, Housman (2000)
found that customers made impulse purchases to
satisfy their esteem and self-actualization needs.
However, Harmancioglu et.al., (2009) argued that
esteem may foster impulse intentions but hinder im-
pulse purchasing behavior.

Customers’ Product Awareness

Product awareness gained by customers by
means of word of mouth and social influences also
cause impulse buying intention. Existence of ‘com-
municating members of a social system’ fosters the
purchasing decision of other customers. The dyna-
mism of word-of-mouth has an influencing power
on customers’ purchase intentions. Ajzen and
Fishbein (1980) refer to social norms as customers’
relevant others’ preference which influences their
purchase intentions. Customers try to comply with
relevant others’ expectations or what others think
when making purchases (Harmancioglu et al., 2009).
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IMPULSE PURCHASING BEHAVIOR

Impulse buying is referred to as an immediate
purchase without a pre-plan for a specific product
to be purchased (Beatty and Ferrell, 1998). It hap-
pens when self control resources of the customer
depletes and when he/she experiences greater im-
pulse buying urges and these urges can be interpreted
as increased impulse-buying behavior (Zhang and
Shrum, 2009). The concept of impulse is defined
by different researchers who have explored it in their
research studies. Impulse is referred as “a strong,
sometimes irresistible urge; a sudden inclination to
act without deliberation” (Rook, 1987, p.189). Im-
pulse buying comes into effect when a customer is
attracted by stimuli present in his/her shopping envi-
ronment (Rook, 1987). Impulse purchasing is an
‘unplanned’ purchase. An ‘unplanned’ purchase can
be measured by studying the difference between the
actually purchased goods and the intended purchase
list on post purchase. Rook (1987), considers im-
pulse purchasing as ‘in-store planning’ that the cus-
tomer makes when encountered by the stimuli present
there. It is a reactive behavior in response to some
stimulus (Rook, 1987). Some researchers have ap-
praised an impulse as a positive behavior. For ex-
ample, a spontaneous gift for an ill friend, a sudden
decision to pick up the tab for a meal, or simply
taking advantage of a two-for-one in-store special
are impulse buying instances that may represent kind,
generous, and practical activities, respectively. When,
impulse buying is more virtuously motivated, it is
likely to draw out more positive normative evalua-
tions (Rook and Fisher, 1995). Conversely, some
other researchers view that impulsive behavior has
a long history of being associated with immaturity,
primitivism, foolishness, defects of the will, lower
intelligence and even social deviance and criminality
(Rook and Fisher, 1995). Researchers have found
that personal differences tend to affect impulse be-
havior. These researchers are of the opinion that
those persons who are most inter-dependent tend
to inhibit the impulse buying than that of those who
are independent. And those persons who are inter-
dependent are considered to be more patient with
their decision than those who are independent who
make hasty decisions. Therefore, the studies sug-
gest that those who have more patience are able to



keep their impulse controlled suppressing the im-
pulse purchasing (Zhang and Shrum, 2009). When
impulse behavior is considered in the realm of con-
sumption of products, it turns to be characterized as
a conflict between the desire to consume and the
will power to resist it (Zhang and Shrum, 2009).

Impulse purchasing is considered to be some-
thing “fast”, “urgent”, “forceful”, “emotional”, “spon-
taneous” when compared to contemplative buying.
When the impulse purchasing behavior occurs, the
customer does not think more but just grabs the
product instead of choosing the best one. Absence
of “forethought” can also be called impulsive buying
when a customer purchases a product or service
without a prior plan (Rook, 1987).

RESEARCH FRAMEWORK

The conceptual framework for this study is
adapted from previous studies. These are three sets
of variables suggested by some of the previous re-
searchers on studying the subject matter on impulse
purchase in different retail contexts. Stern (1962)
identified nine product related marketing stimuli which
are relating to impulse purchasing and therefore, 5
out of those nine variables are considered in this
study under the head of ‘marketing stimuli’.

Marketing Stimuli
Price Promotion
Mass Distribution
Self Service
Prominent Store Display
Small Size

Customer
Characteristics

Harmancioglu et.al., (2009) studied customer char-
acteristics (excitement and esteem) and product
awareness from word of mouth and social norms as
antecedents of impulse buying behaviour.

The researcher lay down nine pairs of null and
alternative hypothesis in accordance with the ob-
jectives of this research. Hypotheses are as follow:

H,1: There s no significant relationship between
price promotion and impulse purchasing behavior
of hypermarket customers.

H,2: There is no significant relationship between
mass distribution and impulse purchasing behav-
ior of hypermarket customers.

H,3: There is no significant relationship between
self service and impulse purchasing behavior of
hypermarket customers.

H_4: There isno significant relationship between
prominent store display and impulse purchasing
behavior of hypermarket customers.

H,5: There is no significant relationship between
small size and impulse purchasing behavior of
hypermarket customers.

H,6: There is no significant relationship between
excitement and impulse purchasing behavior of
hypermarket customers.

H,7: There is no significant relationship between
esteem and impulse purchasing behavior of
hypermarket customers.

Impulse Purchase

Excitement
Esteem

Product Awareness
Word of Mouth
Social Norms

Behavior of Hypermarket
Customers

Figure 1: Conceptual Framework
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H,8: There is no significant relationship between
word of mouth and impulse purchasing behavior of
hypermarket customers.

H_9: There isno significant relationship between
social norms and impulse purchasing behavior of
hyper market customers.

METHODOLOGY

The research method used in this study is
descriptive.The target respondents were above 18
years of age both male and female who have com-
pleted shopping in 16 branches of key hypermarkets
(Big C, Tesco Lotus, Carrefour and Makro) in
Bangkok.

Questionnaire, having five parts, was used as
the tool to collect the data from the respondents.
Two questions concerning their age and whether they
have compleated shopping in selected hypermarkets
were asked in order to ensure the appropriateness
of the respondents. The first part of questionnaire
consisted of 3 each questions about marketing stimuli
(price promotion, mass distribution, self service,
prominent store display and small size) relating to
impulse purchasing behavior of hypermarket cus-
tomers. The questions for this section have been
adapted from studies by Stern (1962); Bayley and
Nancarrow (1998). The second part consisted of 3
questions, inquired about the customer’s character-
istics: excitement and esteem in relationship to im-
pulse purchasing behavior of hypermarket custom-
ers in Bangkok. These questions were adopted from
Harmancioglu et.al. (2009). The third section con-
tained the questions regarding customer’s product
awareness from word of mouth and social norms
related to impulse purchasing is measured with 3
questions based on Harmancioglu et.al., (2009). The
fourth section consisted of dependent variable - im-
pulse purchasing behavior of hypermarket custom-
ers - was measured with 4 questions adapted from
Rook and Fisher (1995). The fifth section consisted
of demographic information which were useful for
the further analysis of statistical data. It provided
information such as: age, gender, educational level,
employment status and income. Only Thai version
questionnaires were distributed at 16 selected key
hypermarkets in Bangkok and surroundings. A total
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of 400 questionnaires were distributed and all of the
400 were turned to be valid and were used for the
data analysis of the research.

Table 1 shows the highest demographic profile
of respondents; the majority of them were aged 31-
40, there were female (65% and male (35%). Most
respondents had a Bachelors Degree (41%) and
were students (49.5%). The monthly income of the
majority of respondents was less than 10,000 baht
(54.25%).

Table 2 indicates that the relationship between
price promotion and impulse purchasing behavior
of hypermarket customers has a weak positive re-
lationship (r- Value = 0.264) and the relationship
between mass distribution and impulse purchasing
behavior of hypermarket customers has a weak
positive relationship (r - value = 0.334) respectively.
However, table 2 also indicates that the relationship
between self service and impulse purchasing behav-
ior of hypermarket customers has no significant posi-
tive relationship because its significant level
0.051>0.5 and r-value is 0.098. The relationship
between prominent store display, small size and im-
pulse purchasing behavior of hypermarket custom-
ers has a moderate positive relationship having their
r- value as 0.404 and 0.466 respectively. It is evi-
dent from table 2 that the relationship between ex-
citement, esteem and impulse purchasing behavior
of hypermarket customers has a weak positive re-

lationship as their r-values are 0.397 and 0.383 re-

spectively. Table 2 shows that the relationship be-
tween word of mouth, social norms and impulse
purchasing behavior of hypermarket customers has
amoderate positive relationship as their r-values are
0.516 and 0.590 respectively.

CONCLUSION

Eight out of nine variables show low or medium
positive relationships with impulse purchasing be-
havior of hypermarket customers in Bangkok.

From the hypotheses 1, the study identified that
price promotion has a significant positive relation-
ship with impulse purchasing behavior of
hypermarket costumers in Bangkok, which means
the null hypothesis is rejected. This implied that in-
store stimuli such as price promotion, sampling, cou-



Table 1: The Summary of Demographic Characteristics

Age Frequency Percent
18-20 69 17.25
21-30 228 57
31-40 76 19
41-50 20 5
More than 50 7 1.75
Total 400 100
Gender Frequency Percent
Male 140 35
Female 260 65
Total 400 100
Education Frequency Percent
High school or below 109 27.25
Diploma 75 18.75
Bachelor Degree 164 a1
Master Degree or above 52 13
Total 400 100
Job Frequency Percent
Student 198 49.5
Government officer 45 11.25
Business employee 84 21
Housewife 44 1
Others 29 7.25
Total 400 100
Income Frequency Percent
Less than 10,000 THB 217 54.25
10,001 -30,000 THB 141 35.25
30,001-50,000 THB 26 6.5
More than 50,000 THB 16 4
Total 400 100
Table 2: The Summary of Results from Hypotheses Testing
pothesis | Statement p-value | r-value Relationship
1 Price promotion and impulse purchasing 0.000 0.264 Rejected
2 Mass distribution and impulse purchasing | 0.000 0.334 Rejected
3 Self-service and impulse purchasing 0.051 0.098 Failed to Reject
4 Prominent display and impulse purchasing | 0.000 0.404 Rejected
5 Small size and impulse purchasing 0.000 0.466 Rejected
6 Excitement and impulse purchasing 0.000 0.397 Rejected
7 Esteem and impulse purchasing 0.000 0.383 Rejected
8 Word of mouth and impulse purchasing 0.000 0.516 Rejected
9 Social norms and impulse purchasing 0.000 0.590 Rejected
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pons (Abrat and Goodey, 1990), signs and some of
the promotional technique are considered to be im-
pulse triggers (Kollat and Ronald, 1969). Ina glo-
bal survey conducted by The Nielsen Company, an
overwhelming 88 percent of Thai customers voted
“Good Value for Money” as the most important
consideration when choosing a hypermarket, ex-
ceeding the global average (Khooha, 2008). Nielsen
also finds 85 percent of Thai customers consider
“good value™ as a top consideration when choosing
a grocery store - outperforming other considerations
like product range, location/convenience and envi-
ronmental friendliness, etc (Khooha, 2008).

From the hypotheses 2, the study identified that
mass distribution has a significant positive relation-
ship with impulse purchasing behavior of
hypermarket costumers in Bangkok, which means
the null hypothesis is rejected. It implied that shop-
pers use product assortments and other in-store
stimuli to remind them of their shopping needs; that
is, shoppers make some purchase decision in the
store rather than relying solely on a shopping list
(Kollat and Willett, 1969). Variety is more impor-
tant to customers; therefore, they are more likely to
go to a store that offers more of a variety. When
particular desires are not well formed, a perception
of variety matters even more because of a desire to
become more educated about what is available while
maintaining a degree of flexibility. A perception of
variety also matters when there is amotive or need
for variety (Hoch, et.al., 1999).

From the hypotheses 3, the study identified that
self-service has no significant positive relationship
with impulse purchasing behavior of hypermarket
costumers in Bangkok, which means the null hypoth-
esis is not rejected. This might be because, with in-
creased experience in shopping in hypermarkets,
Thai people, especially in Bangkok, have got used
to selecting products by themselves without the in-
tervention of store personnel.

From the hypotheses 4, the study identified that
prominent store display has a significant positive re-
lationship with impulse purchasing behavior of
hypermarket costumers in Bangkok, which means
the null hypothesis is rejected. It implied that dis-
plays of all kinds of items are more appealing to the
customers and their emotions. Displays are very
important when it comes to the hypermarkets, be-
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cause the customer can see the product, touch the
product and know the product in order to make a
purchasing decision. Thus, in self-service selling situ-
ations, display is an important marketing instrument
(Bultez and Naert, 1998).

From the hypotheses 5, the study identified that
small size has a significant positive relationship with
impulse purchasing behavior of hypermarket cos-
tumers in Bangkok, which means the null hypoth-
esis is rejected. It implied that the size or the light
weight influences the impulse purchasing behavior
of the customers. If the item is heavier, the customer
may not intend to buy impulsively. On the other hand,
if the product is light weight and small in size, im-
pulse purchasing behavior will be more prone to
occur (Stern, 1962).

From the hypotheses 6 and 7, the study identi-
fied that excitement and esteem have a significant
positive relationship with impulse purchasing behavior
of hypermarket costumers in Bangkok, which means
the null hypotheses are rejected. It implied that
customer’s excitement and esteem work as ante-
cedents to impulse buying intention and behavior.
Shopping experiences might lead to satisfying he-
donic desires and an upliftment of feelings and fun.
These feelings of upliftment and fun in shopping ex-
perience can increase the excitement and esteem of
customers motivating impulse buying intention. Rook
and Fisher (1995) found that customers tried to sup-
press their feeling of impulse tendencies because they
wanted to be perceived as mature, rational and not
just moved by impulse tendencies. Conversely,
Housman (2000) found that customers made im-
pulse purchases to satisfy their esteem and self-ac-
tualization needs.

From the hypotheses 8 and 9, the study identi-
fied that word of mouth and social norms have sig-
nificant positive relationship with impulse purchas-
ing behavior of hypermarket customers in Bangkok,
which means the null hypotheses are rejected. It
implied that Product knowledge gained by custom-
ers by means of word of mouth and social influ-
ences also cause impulse buying intention. Existence
of ‘communicating members of a social system fos-
ters the purchasing decision of other customers. The
dynamism of word-of-mouth has an influencing
power on customers’ purchase intentions. At the
same time social norms also has a relationship with



impulse purchasing behavior. The Nielsen study
showed that Asian shoppers are also most likely to
listen to word-of-mouth and friends who tell them
where to get the best value (Khooha, 2008). Ajzen
and Fishbein (1980) refer to social norms as cus-
tomers’ relevant others’ preference which influences
their purchase intentions. Therefore, customers try
to comply with relevant others’ expectations or what
others think when making purchases (Harmancioglu,
etal., 2009).

RECOMMENDATIONS

The study revealed there are significant positive
relationship between marketing stimuli (price pro-
motion, mass distribution, prominent store display
and small size), customer characteristics (excitement,
esteem), product awareness (word of mouth, social
norms) and impulse purchasing behavior of
hypermarket customers in Bangkok. However, one
of the marketing stimulus, self - service, stands out
to be not having significant positive relationship with
impulse purchasing behavior of hypermarket cos-
tumers in Bangkok.

According to the findings, price promotion has
apositive relation with impulse purchasing behavior
of hypermarket costumers in Bangkok. Findings
show that the price promotions stimulate the cos-
tumers to impulsively purchase the product. When
the customers are in hypermarkets, they tend to pay
attention to the price promotional schemes of any
product and purchase them. The customers want to
make use of that rare chance at once and get the
products for themselves. Therefore, the marketers
can offer more promotional schemes to attract the
costumers in each product category in the
hypermarket. Marketers should make the costum-
ers aware about the price promotions prior to their
visit to hypermarkets through any proper means.
Signs, pole cards and the like might be used to pro-
vide information as well as to attract attention. And
also, marketers can attract the attention of
hypermarket customers to the price promotion
through the working staff in the hypermarket. Or
there can be a special area only for price promotion
within the hypermarket itself. Customers can make
a pre-plan on what kinds of products they would
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purchase when they are surrounded by price pro-
motion products.

According to the findings, mass distribution has
a positive relation with impulse purchasing behavior
of hypermarket costumers in Bangkok. Findings
show that the costumers value variety of products
under one roof and they like to make a quick pur-
chase on what they want when there is an enormous
range of products available in front of them. The
costumers substitute the massively distributed prod-
ucts as their shopping list. Therefore, marketers can
locate the hypermarkets in the very busy area of the
city. It will attract many busy costumers to impul-
sively purchase when they see the large volumes of
products in front of them serving as their shopping
list.

According to the findings, prominent store dis-
play has a positive relation with impulse purchasing
behavior of hypermarket costumers in Bangkok.
Findings show that display of items in the
hypermarkets shall stimulate the impulsive buying
behavior of costumers. Therefore, the marketers
have to increase the ways and means to display their
products in an attractive manner to capture the
mindset of the customers as they enter the
hypermarkets. Display can be improved by arrang-
ing proper lightings and creating a musical atmosphere
when a customer approaches to the product in or-
der to attract the customers to the products. It can
help the customers to see the product at glance and
making purchasing decision.

According to the findings, small size has a posi-
tive relation with impulse purchasing behavior of
hypermarket costumers in Bangkok. Findings show
that the customers believed that the small size factor
has arelationship in stimulating their impulse pur-
chasing behavior. Therefore, the marketers need to
promote more of light weight product in
hypermarkets in order to increase their sales by cre-
ating impulsivity among costumers. Marketers have
to think most modern technologies to adapt to their
production realm to make products a light weight
and small in size. This will in turn shoot up the impul-
sive purchasing behavior of customers.

According to the findings, excitement has a posi-
tive relation with impulse purchasing behavior of
hypermarket costumers in Bangkok. The atmo-
sphere of the shopping environment can influence



customer emotions and their perceptions in relation
to the overall quality of the store in terms of the
uniqueness of the product, and service levels (Baker
et al.,1994) the purchase price (Areni and Kim,
1993) and purchase volume (Milliman, 1982). For
instance, the use of carefully selected music creates
an immediate distinction for a store by establishing
the right mood. Music can motivate the subconscious
and create a first and lasting impression. Similarly, it
is a well known fact that colors tend to evoke emo-
tions, reactions or moods in people, marketers can
therefore make use of brighter colors in their stores
because sun colors such as red, yellow and orange
are said to increase excitement and create a sense
of fun (Schiffman and Kanuk, 2007).

According to the findings, esteem has a positive
relation with impulse purchasing behavior of
hypermarket customers in Bangkok. Findings show
that purchase of items increased the esteem of the
costumers and therefore they purchased them im-
pulsively. Hence, the marketers have to call for at-
tention to provide a wide assortment of goods in
hypermarkets which will increase the esteem of the
customers while they are in hunt for an item proper
to meet their needs. Marketers also have to find out
what items create esteem among customers.

According to the findings, word of mouth has a
positive relation with impulse purchasing behavior
of hypermarket costumers in Bangkok. Findings
show that word of mouth could make the custom-
ers to impulsively purchase an item. Therefore, mar-
keters have to work towards creating authentic opin-
ion leaders speaking about their product from cus-
tomers to customers. It will happen only when the
customers are satisfied with the product they pur-
chased. Creating customer satisfaction is a key point
in letting the word of mouth happens by itself.

According to the findings, social norms have a
positive relation with impulse purchasing behavior
of hypermarket costumers in Bangkok. Findings
show that relevant other’s opinion has made the cus-
tomers to impulsively purchase. Studies show thata
customer would think about what others think about
them if they purchased certain items. To keep up
the norms of society, the customers ended up in
purchasing items. Therefore, marketers have to make
efforts to bring into the notice of customers about
what others think about when they buy certain items
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or marketers should classify items according to the
social standard of people. This needs more effort
and study about the prevailing social norms of the
society concerning different products.

Further Research

This research limits the scope of the study to
hypermarket customers in Bangkok only. The data
was collected from the target population at previ-
ously selected hypermarkets - Big C, Carrefour,
Tesco Lotus and Makro - in and around Bangkok.
Further studies can be carried out to find what par-
ticular category of items make customers to impul-
sively purchase.

This research studied only nine factors that are
relating to impulse purchase behavior of hypermarket
customers in Bangkok. Hence, future studies should
identify other variables which can influence impulse
purchasing behavior of hypermarket customers in
Bangkok. It would be beneficial to study why self-
service could not relate to impulsive purchasing be-
havior of hypermarket costumers in Bangkok while
there is aboom in hypermarkets in Bangkok. The
study is conducted only in hypermarkets in Bangkok.
It would be interesting to see if similar results are
obtained in other provinces in Thailand.
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DETERMINANTS OF EXPATRIATE CROSS-CULTURALADJUSTMENTAND ITS
EFFECT ON PERFORMANCE
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Abstracts

An increasing rate of globalization makes it crucial for multinational corporations not only
to aim beyond making a presence in the international market but also to sustain their competitive
advantages. Global human resource management strategy plays an important role in maintaining
success in the international business market through the means of expatriates ’cross-cultural adjust-
ment. This conceptual paper uses the lens of resource-based and contingency theories to shed light
on the determinants of expatriates’ cross-cultural adjustment and its effects on performance. Three
groups of cross-cultural adjustment determinants were suggested: strategic learning, subsidiary sup-
ports and motivation of expatriates. In addition, this paper proposes that cultural distance moder-
ates the relationship between these 3 groups of determinants and cross-cultural adjustment and,
lastly, spouse adjustment moderates the relationship between cross-cultural adjustment and expa-

triates performance.

INTRODUCTION

Multinational corporations (MNCs) are estab-
lishing subsidiaries around the world to create a
presence and sustain their competitive advantage in
the global arena (Moran, Palmer & Borstorff, 2007)
under pressure from the changing business environ-
ment (Haile, Jones & Emmanuel, 2007). Techno-
logical advancement such as telecommunication,
transportation, network system, public infrastructure
and government liberalization create powerful net-
works and lower national boundaries. The need for
effective and qualified expatriates has increased sig-
nificantly with the boom of internationalization (Lee
& Li, 2008). In order for international expansion to
be successful, expatriates with effective inteational
capabilities, including ability to adapt to different
cultures and sometimes fluency in foreign languages,
are needed (Black and Mendenhall, 1989; Haile et
al., 2007). Expatriate failure (Andreason, 2003; Lee,
2007) lowers the return on investment of the inter-
national expansion (McNulty & Tharenou, 2004).
These human resources should be managed appro-
priately so MNCs can operate successfully within
boundaryless international markets (Black &
Mendenhall, 1989; Black, Mendenhall & Oddou,
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1991; Colakoglu & Caligiuri, 2008; Caligiuri,
Phillips, Lazarova, Tarique, & Burgi, 2001; Littrell,
Salas, Hess, Paley & Riedel, 2006).

Unfortunately, MNCs have been severely
plagued by the recurring problems of significantly
high premature return rates (Mendenhall & Oddou,
1985; Haile et al., 2007; Tung, 1987) that create
significant explicit as well as opportunity costs. Pre-
vious research has focused on three separate areas
of expatriation: 1) selection, 2) cross-cultural train-
ing and 3) spouse and family issues. This research
paper incorporates these areas into the same frame-
work with a more practical view to examine the in-
fluence of these factors towards cross-cultural ad-
justment (CCA) of expatriates and self-reported
performance.

Research Objectives

It was found that problems in expatriation in-
clude a) inability to adjust to the physical and cul-
tural differences; b) spouses’ and children’s difficul-
ties during their adjustment process; c) lack of cer-
tain skills for cross-cultural interaction; and d) lack
of technical abilities or motivation to work overseas
(Littrell et al., 2006; Tung, 1981, 1982). Recent



researchers have examined the variables relating to
individual differences; i.e. cross cultural training
(CCT) (e.g. Haile, et al., 2007; Littrell et al., 2006,
etc.); unfortunately there is still no single framework
that conceptualizes this phenomenon with sufficient
empirical support.

This paper has the following objectives:

Firstly, this paper proposes a conceptual model that
places the main focus on the role of expatriate's
cross-cultural adjustment. This is very likely to be
the key success factor for better performance of the
overseas assignments under the context different from
one’s own.

Black et al. (1991) suggested several determi-
nants for CCA, i.e., job factors, organizational fac-
tors, non-work factors and individual factors. How-
ever, some variables have not been statistically sig-
nificant in predicting CCA. Therefore, this paper
modifies Black et al. (1991)’s and Shaffer, Harrison
and Gilley (1999)’s models to create a model that
can better determine CCA. Furthermore, some con-
structs are incorporated into the model to increase
the model’s explanation power. These constructs in-
clude the role of strategic learning, motivational fac-
tors, and the role mentor programming.

Lastly, this model suggests that CCA can in-
crease the expatriates’ level of self-reported per-
formance and this relationship is moderated by family
adjustment. Cultural distance between home and
host countries is proposed as having a negative im-
pact on the relationship between CCA’s determi-
nants (i.e., strategic learning, subsidiary supports,
and motivation) and CCA. Moreover, family ad-
justment would have a positive impact on the rela-
tionship between CCA and performance.

LITERATURE REVIEW
Expatriation

Expatriation represents a significant investment
among MNCs (Black, 1988; Black et al, 1991;
Shaffer et al., 1999), but little research has exam-
ined underlying variables that might influence expa-
triate success and failure in the international assign-
ment (Minter, 2008). As reported by Shannonhouse
(1996), the costs of expatriate failure were as high
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as $1 million per failure for U.S. firms. In addition,
the early return rate was estimated to be as high as
40% (Black & Mendenhall, 1990) and an
expatriate’s decision to return to his or her home
country early can be very costly for MNCs (Littrell
etal., 2006).

There are some determinants of whether an ex-
patriate should be employed over local nationals.
Clegg and Gray (2002) have conducted an empiri-
cal research on Australian expatriates in Thailand
and the authors have touched on reasons for using
expatriate rather than the local ones. The reasons
for hiring expatriate to work in host country include
a) the deficiency of technical or managerial exper-
tise in the host country; b) head office believes that
an expatriate will allow for greater control of the
local operations; c) the posting is part of a planned
career structure in which overseas experience will
allow for promotion upon returning to head office;
and lastly d) the existence of business opportunities
for which no previous market or supplier in the host
country existed (Clegg & Gray, 2002).

Conceptual Model

The following figure presents the determinants
of CCA. These proposed determinants are expected
to have positive relationship with expatriate perfor-
mance through CCA, moderated by cultural distance
and spouse and children adjustment. In this model,
the independent variables include strategic learning,
subsidiary supports, and motivation. The mediator
of this model is the ability of expatriate to adjust
cross-cultural factors (CCA) which will have a posi-
tive impact on expatriate performance in the host
country location.

In addition, two moderators are proposed, cul-
tural distance between home and host countries is
expected to negatively moderate or diminish the posi-
tive relationship between strategic learning, subsid-
iary supports and motivation and CCA. The sec-
ond moderator in the model, spouse and children
adjustment, would positively moderate the relation-
ship between CCA and expatriate performance. The
following sections will present a review of constructs
incorporated into the model with the explanation and
linkages of relationships (see figure 1).



Figure 1: A conceptual model of expatriate cross-cultural adjustment
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More recently, research studies have found that
adjustment to international assignments should be
considered as amultidimensional construct consist-
ing of three distinct dimensions of adjustment: 1)
work adjustment; this refers to the adjustment to
the new job requirements 2) interaction adjustment
with individuals in the foreign country and 3) general
adjustment to the foreign culture and living condi-
tions abroad (Black, 1988). Researchers also iden-
tified several sets of factors that impact these three
dimensions (Black et al., 1991). Shaffer, Harrison
and Gilley (1999) reported the impact of 1) job fac-
tors, 2) organizational factors, 3) personal factors
4) non work factors and 5) individual factors as they
pertain to expatriate adjustment. International firms
that reduce the amount of uncertainty associated with
expected behaviors in the work situation (role clar-
ity) while allowing managers more space in adapt-
ing the work role and setting to themselves (role dis-
cretion), rather than having to adapt to the situation
and provide social support from coworkers and
superiors are likely to result in expatriates' better
work adjustment in the foreign assignment (Shaffer
etal., 1999). International firms also need to com-
municate more realistic objectives relating to the levels
of performance in early stages of the foreign assign-
ment so that too much is not expected of expatriate
performance too soon (Mendenhall, Dunbar &
Oddou, 1987). Apart from work adjustment, ex-
patriates also learn how to adapt to individuals in

CCA ) (
L~ (+)

Expatriae
Performance

Spouse
Adjustment

the foreign culture, interaction adjustment to the cul-
ture and living conditions abroad. As a consequence,
CCA playsa crucial role in stimulating performance
of expatriate.

Strategic Learning
Learning Organization

Learning could be described as how people rec-
reate themselves in response to external changes to
gain anew appreciation of the world (Senge, 1990;
Yamazaki & Kayes, 2004). Peter Senge has intro-
duced the Learning Organization Theory (Fard,
Rostamy & Taghiloo, 2008 ) which can be applied
to the context of expatriate cross-cultural adapta-
tion. Senge defined a learning organization as “an
organization that is continually expanding its capac-
ity to create its future” (Senge, 1990, p.14). In ad-
dition, his ideas are presenited in the book called
“The Fifth Discipline” which elaborates that learning
organizations are organizations where people con-
tinually expand their capacity to create the results
they truly desire, new patterns of thinking are nur-
tured, collective aspiration is set free and people are
continually learning how to learn together (Senge,
1990; Senge, Kleiner, Roberts, Ross & Smith,
1997). Senge (1990) percei ved learning organiza-
tion as an innovation incorporated into organizational
functioning that turned to be the model for the future
and it is needed by MNCs.



With a similar ideal type of learning organization
of Senge, Guns (1996) conceptualizes learning-
based organization as a pathway in getting the job
done better and seeks out the best way to improve
long term performance. Senge (1990) attempted to
distinguish leamning organizations from traditional au-
thoritarian controlling organizations through the pos-
session of mastery in certain basic disciplines. Senge
proposed five components that are gradually con-
verging for innovating learning organization. The
absence of any of these components would criti-
cally affect the organizational success (Senge, 1990;
Senge etal., 1997; Walton, 1999). These five com-
ponents are: System Thinking, Personal Mastery,
Mental Models, Building Shared Vision and lastly
Team Leaming.

According to Senge (1990), these disciplines
are not naturally emerged, but learning organization
needed to implement certain strategies to develop
and encourage the five core disciplines of a learning
organization. As the consequence, this paper adopts
the fifth discipline and conceptualizes the effect of
strategic international human resource management
to positively influence effectiveness of cross cultural
adjustment.

A growing number of multinational firms have
tried to become learning organizations in which the
focus is on the importance of international human
resource training and development (Lee & Li, 2008;
Yamazaki & Kayes, 2004). As defined by Luthan;
Barton and Delbridge (cited in Lee & Li, 2008, p.
601) “learning is the acquisition of skills and abilities
that results in a relatively permanent change in be-
havior contended that the way in which training takes
place can be extremely important”. Referring to the
contingency theory that emphasizes the context of
international human resource training, the fit or con-
gruence between teachings (training) and learning is
vital to achieve expatriate training effectiveness (Lee
& Li, 2008). The expatriate training effectiveness
refers to satisfaction, commitment and involvement
of expatriate in international workplaces that would
signal higher performance of both expatriate and rate
of success in the international expansion assignment
(Lee & Li, 2008; Yamazaki & Kayes, 2004).

The cross-cultural training is influenced by dis-
crepancy in national culture, such that this relation-
ship has caught a lot of attention from various schol-
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ars. Significant amount of studies in the field have

contended that differences in national culture of the

oversea assignments (cultural distance) between the

home and the host countries would lead to a higher
level of difficulties for expatriates in their cross-cul-

tural training (Black, 1988, Black etal., 1991; Lee
& Li,2008; Tung, 1987; Pothukuchi, Damanpour,

Choi, Chen & Park, 2002). It was found that the
contingency fit between the teaching modes, the
learning style of the expatriates and the perceived
cultural differences between home country and host
country will significantly influence the effectiveness
of expatriate training (Lee & Li, 2008). Learning is
turning to be a hot issue for both domestic and in-
ternational human resource management, acquiring
novel knowledge from diversity would be beneficial
for both organization and individual manager. Itis
crucial for expatriate to be adaptive as “effective
managers no longer work solely in the comforts of
their home culture, but also must learn to work across
cultures” (Yamazaki & Kayes, 2004).

Expatriate Learning and Cross-Cultural Adap-
tation

The cross-cultural learning sheds new light on
the role of the individual learning as a process of
adaptation to various cultures (Yamazaki & Kayes,
2004). The interaction between home and host cul-
tures provides an alterative to the understanding of
cross cultural research by suggesting that specific
learning strategies might be necessary for expatri-
ates in the face of particular cross-cultural learning
situations.

The person-culture congruence model explains
cross cultural learning as a function of the congru-
ence between personal competencies acquired in
home culture and the competencies acquired by the
host culture. The congruence between a personal
competency and the culture and the degree to which
a person is able to learn those competencies imply
the degree to which effective cross cultural adapta-
tion can occur. For expatriate assignments, having a
high learning orientation will help employees to func-
tion easier and more effectively, thereby increasing
the likelihood of completing the assignment and
achieving specified organizational goals (Porter &
Tansky, 1999, p.57).



Using learning orientation assessment for expatiate
manager is an excellent application with which to
begin (Porter & Tansky, 1999, p.58). Maintaining a
learning perspective through ambiguous situations
seems particularly relevant to expatriates. They face
a high degree of unfamiliarity and unclear reactions
from others on a day to day basis. Viewing these
conditions as part of the learning process seems vi-
tal to expatriate success. Those who will sacrifice
learning opportunities in order to avoid any poten-
tial appearance of failure will be particularly ham-
pered in adjusting to the differences of other cul-
tures (Porter & Tansky, 1999, p.57).

Previous research suggested that it is important
for organizations to provide language training and
social opportunities for the expatriates to interact
with foreign nationals. In addition to the pre-depar-
ture cross cultural training and good compensation
and benefits packages, firms should provide expa-
triates and their family members with continued in-
country support in order to facilitate all three dimen-
sions of adjustment (Andreason, 2003).

Itis now generally recognized that organizations
learn because individuals learn (Kamoche, 1997,
Senge, 1990), headquarter could also learn and
acquire valuable international knowledge through the
learning process of expatriates. This view highlights
the importance of learning at the individual level, a
vital condition that must be satisfied before organi-
zations can achieve learning (Kamoche, 1997).

Kamoche (1997) provokes the concept of
knowledge creation through learning. The concept
of learning is at the heart of [HRM for two reasons:
recognizing the potential strategic value of knowl-
edge as well as recognizing that the strategic value
of resources is sustainable to the extent that the
knowledge generated from the utilization of these
resources in the firm’s productive activities subse-
quently enhances that firm’s capacity to carry out
these activities.

The implications for [HRM are that the scope
for organizational learning exists if the knowledge
acquired by individual in international assignments
can be diffused across the organization. The notion
of experiential leaming therefore appears relevant
to [HRM due to the role of experience in knowl-
edge creation in international activities where indi-
viduals develop mechanisms for adaptability and task
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accomplishment in new cultural settings (Kamoche,
1997, p.216). Hence, the first proposition is posed
as:

Proposition1: The level of strategic learning
would facilitate expatriates’ cross-cultural adjustment
ability.

Motivation of Expatriate

There are few research papers that examine the
role of motivational factors on the degree of adjust-
ment of expatriate. This research paper advocates
the importance of motivational factors of expatri-
ates. Three motivational factors would be incorpo-
rated into the model of this paper. Motivational fac-
tors are proposed in this model as one of the pow-
erful mechanism that could facilitate the ability of ex-
patriate to better adjust in the cross-cultural envi-
ronment. This research would take the opportuni-
ties to bind such motivational factors together in-
stead of adopting other famous and well accepted
models motivation (such as Maslow hierarchy of
needs, Herzberg two factor theory, etc.) as those
well structured theories might be able to conceptu-
alize and generalize motivation under home country
but might lose its explaining power in the intra-cul-
tural context.

It was found that expatriates accept international
assignments as they expect to gain some advance-
ment in their career and are attracted by the assign-
ment (Clegg & Gray, 2002). Clegg and Gray (2002)
conducted a research study to examine the Austra-
lian expatriates in Thailand and found that career
progression, remuneration package offered, and
change in lifestyle were the first three attributes of
motivation that influenced expatriates to accept the
assignment in a city of hardship with tropical tem-
peratures, traffic congestion and pollution, like
Bangkok.

As aresult, compensation package, career ad-
vancement and gaining new experience are proposed
as motivation variables that would predict cross cul-
tural adjustment. These three factors, i.e. compen-
sation package, career advancement and opportu-
nity to gain new experience, are important for both
aspects of MNCs and individual expatriate, but they
have been under-examined. This paper includes
motivation variable as one of the crucial factors that



directly predict CCA.

Compensation Package, Career Advancement
and Gaining New Experience

Dowling, Welch & Schuler (1999) suggested
that the compensation and benefit packages are pro-
vided for expatriate with the five ultimate objectives
of attracting and retaining staff, providing an incen-
tive for managers to leave the home country to ac-
cept foreign assignment, facilitating the transfer to
the foreign location and back, maintaining an ac-
ceptable standard of living in the foreign location and
lastly, providing the expatriate with opportunities for
financial advancement through income and saving
(Andreason, 2003). Bonache & Fernandez and
Gomez-Mejia & Welbourne (cited in Clegg & Gray,
2002) shared that compensation packages ac-
counted for differences in assignment objectives or
cultural conditions are often critical factors in moti-
vating expatriates to not only accept international
assignment, but also to perform in difficult location
(McNulty & Tharenou, 2004). Furthermore, the
global organizational performance would yield sig-
nificant improvement when such compensation pack-
ages are linked to the strategic objectives of the as-
signment (McNulty & Tharenou, 2004). Four most
important elements of compensation are base sal-
ary, quality of accommodation and payment of
children’s education and bonus respectively (Clegg
& Gray, 2002).

However, the problem is that expatriates often
perceived that such compensation packages are “not
sufficient support in being able to adjust to life
abroad” (Andreason, 2003, p. 551). As the conse-
quence, there is a need to investigate the relation-
ship between compensation packages and CCA.
To further support the above statement, Dowling et
al. (1999) has also explained that as the expatriate
is left to fend (i.e. financial related issues) for them-
selves, they may encounter with negative responses
in the host-country's culture and lead to a perceived
violation of the psychological contract with regard
to expectations given them by their headquarter re-
lated to the nature of the assignment (Andreason,
2003). Therefore, the incorporation of the motiva-
tion variable lead to the proposition that motivation
(i.e. compensation packages) is the vital variable that
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positively influence the perceived ability or willing-
ness of expatriate towards the adjustment of cross
cultural factors (i.e. work adjustment, general ad-
justment and interaction adjustment) perform in host
country in which this would lower the moderating
effect from cultural distance as well.

In addition to the compensation packages, ca-
reer advancement is another essential variable that
is a sensitive issue for expatriate and require a well
treatment from headquarter. Regarding to the find-
ing of Miller and Cheng (1976) and Clegg and Gray
(2002), advancement of expatriate career or the
career progression is emerged as the most influencial
factor for people to accept the foreign assignment
ranking higher than remuneration (Clegg & Gray,
2002). It was proposed that career advancement
of expatriate is one of the motivation factors that
have explaining power in enhancing the CCA, that
will also minimize the negative impact created from
the level of discrepancy between home and host
cultural distance.

Within the same line of the spectrum, it was em-
pirically found that gaining new experience is also
playing an important role to motivate people to ac-
cept foreign assignment. The experience gained
through performing under the host country location
would possibly enhance job prospect upon the re-
turn of expatriate to home country (Clegg & Gray,
2002), such that expatriate could gain cross-cultural
knowledge, advantage from diversity as well as learn-
ing to be an innovative and creative agent. Through
these individual benefits, it would bring MNCs with
higher performance at home location and other sub-
sidiaries if appropriate international human resource
management program is functional in an appropri-
ate and effective manner.

Proposition2: Expatriates with high level of mo-
tivation (i.e. compensation package, career advance-
ment and opportunity to gain new experience) for
foreign assignment are likely to enhance cross-cul-
tural adjustment.

Subsidiary Supports

For the international expansion assignment to be
successful through the performance of expatriate in
the host county, it is a mandatory role of headquar-
ter to provide appropriate and sufficient support to



stimulate CCA process. These supports include cre-
ating congruency in organizational culture between
home and host countries, cross-cultural training and
also motivational factors of expatriate.

Organizational Culture

Congruency between subsidiary and headquarter
organizational culture eases expatriates’ adjustment.
Organizational culture is a vital factor that influences
behaviors and styles of operation or even daily life
of employees (Morgan, 2006). It is important to
acknowledge that organizational culture and national
culture belong to different cultural levels, in which
organization culture is a subset of national ones
(Black, 1988; Vamer & Palmer, 2004). They share
the common roles in bounding individuals together.
The organization is a collectivity in which employ-
ees belong to both physically and psychologically
not just a mere workplace comprising of separate
individuals (Morgan, 2006).

Organization culture refers to the “social or nor-
mative glue that holds an organization together”
(Sirmon & Lane, 2004, p.310). It includes the val-
ues or social ideas and the beliefs that organization
members share. As a consequence of the social glue,
strong organizational culture is likely to relate to high
organizational performance and this phenomenon is
called “cultural fit” (Sirmon & Lane, 2004; Wilkins
& Ouchi, 1983) mediated by CCA of expatriate. It
could be used as one part of the powerful mecha-
nisms in converging the discrepancies in national
culture headquarter and its subsidiary as well as mini-
mize its negative moderating impact toward adjust-
ment.

Black etal. (1991) has significantly shed light
on the impact of organizational culture of home and
host countries towards the degree of international
adjustment of expatriates. They have put it that “the
greater the difference between the organizational
culture of the subsidiary organization in the foreign
country compared to the organization in the home
country, the more difficult the international adjust-
ment would be” (Black et al., 1991, p.310).

Organizational cultures of both home and host
countries are proposed as the sub-variable of sub-
sidiary supports that minimize the impact of cultural
distance and also positively influence the ability of
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expatriate to be successful in CCA. These could be
achieved through creating congruence of organiza-
tional cultures of both headquarter and subsidiary
as part of the subsidiary support strategy (Black, et
al., 1991; Pothukuchi et al., 2002; Sirmon & Lane,
2004).

Cross-Cultural Training

Cross-cultural training is proposed as another
sub-variable of subsidiary supports that should be
provided to facilitate CCA. However, literature sug-
gests that multinational enterprises (MNEs) are pay-
ing little attention to international training and man-
agement development of new expatriate assignments
{(Minter, 2008). Expatriates need to be selected not
on technical expertise alone but also on cross-cul-
tural fluency in order to maximize the expatriate’s
effectiveness and efficiency working in a different
culture (Black & Mendenhall, 1990). However, in
order to succeed in a globally competitive environ-
ment, MNCs need to effectively train expatriates in
international capabilities, including fluency in foreign
languages and in the ability to adapt to different cul-
tures (Caligiuri et al., 2001) and probability of ex-
patriate failure can be lowered by training programs
(Caligiuri et al., 2001; Naumann, 1992).

Cross-cultural training could be defined as those
educative processes that are designed to promote
intercultural learning with the acquisition of behav-
ioral, cognitive and affective competencies associ-
ated with effective interaction across culture (Landis
& Brislin, 1983). Several scholars and researchers
attempt to determine the factors that would facili-
tate the success of expatriates’ international assign-
ments (Caligiuri etal., 2001). It was found that the
accomplishment of global assignment is significantly
influenced by an expatriate’s cross-cultural adjust-
ment to the host country (Black & Mendenhall, 1989
Black & Mendenhall, 1990; Caligiuri etal., 2001).
Moreover, some MNCs provide cross cultural train-
ing (CCT) to facilitate expatriates’ adjustments re-
garding appropriate norms and behaviors of the host
country (Caligiuri et al., 2001). This will ease out
the effect of cultural distance.

The cross-cultural training process should be or-
ganized with the emphasis on both contents and skills
that will enhance interactions with host-country in-



dividuals and at the same time training should be
effective in reducing misunderstanding and inappro-
priate behaviors of expatriate (Black & Mendenhall,
1990, Morris & Robie, 2001).

In addition, the training and development of ex-
patriates, in term of cross-cultural preparation and
language programs, represents a significant financial
cost to MNCs in the initial stages of an international
assignment (McNulty & Tharenou, 2004). Yet, there
are significant long term benefit to be gained from
training in terms of better performance and cultural
adjustment. Customized training and development
programs can lead to more realistic expectations,
higher levels of CCA, and better overall performance
of expatriates (Black, et al., 1991; Black &
Mendenhall, 1989; Black & Mendenhall, 1990;
Caligiuri etal., 2001; McNulty & Tharenou, 2004;
Pothukuchi et al., 2002).

Host and Home Mentor

According to the work of Carraher, Sullivan &
Crocitto (2008), mentoring could be defined as one-
on-one, hierarchical relationship between a more
experienced organizational member and less expe-
rienced employee(s). Furthermore, newcomers (i.e.
expatriate) are assisted by a mentor through various
stages of socialization in order to increase job satis-
faction, enhance performance, decrease stress, and
reduce turnover. It was found that there is a signifi-
cant and positive relationship between having a
home-country mentor and expatriate effectiveness
as well as new expatriate socialization (Mezias &
Scandura, 2005).

The host country mentor may provide the most
assistance during the on-site stage of the interna-
tional assignment (Carraher et al., 2008; Mezias &
Scandura, 2005). The host country mentor can as-
sist expatriate to meet new co-workers, cope with
different cultural norms (Carraher et al., 2008;
Mezias & Scandura, 2005). In fact, it helps expa-
triates to assimilate into the host country culture, gain
comfort with work groups and even increase expa-
triate commitment to the subsidiaries (Mezias &
Scandura, 2005). Furthermore, host country men-
tor may also help to increase the expatriate’s job
performance by providing advices to cope with po-
tential problems that may arise in an unfamiliar work
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environment as well as providing the development
of wider range of skills (Carraher et al., 2008;
Mezias & Scandura, 2005).

The author proposes that there is a significant
and positive relationship between having a host coun-
try mentor and expatriate effectiveness. In addition
to the two types of mentor (i.e. host and home).

Proposition3: Subsidiary supports (i.e. orga-
nizational culture, CCT and home & host mentor)
provided for expatriates’ foreign assignment are re-
lated to expatriates’ cross-cultural adjustment.

Cultural Distance: Moderating Effect of Dis-
crepancy in National Culture

Kogut and Singh (1988) have introduced a for-
mula to calculate the degree of difference of cultural
norms in one country to another which was based
on secondary data of Hofstede’s cultural value scale.
It is the standardized measure of cultural differences
calculated as the corrected deviations for differences
in the variances of each cultural dimension and then
arithmetically averaged (Kogut & Singh, 1988). In
the proposed conceptualization of this paper, de-
gree of cultural distance between home (headquar-
ter) and host country (subsidiary) plays the negative
moderating role towards cross-cultural adjustment.
This negative moderating effect will deter positive
consequences generated from independent variable
of strategic leamning, motivation and subsidiary sup-
ports. Majority of research supported empirically
that cultural distance is the barrier for the success of
any kind of international operation across countries
(e.g. Black & Mendenhall, 1990; Black, etal, 1991;
Kogut & Singh, 1988; Morosini, Shane & Singh,
1998; Pothukuchi etal., 2002; Shenkar, 2001; Tung,
1988) as greater cultural distance will create a greater
information asymmetry between host and home
countries and also reduce knowledge of the
subsidiary’s environment and performance
(Colakoglu & Caligiuri, 2008). It was suggested that
cultural distance will enhance the level of uncertainty,
risk, and also transaction cost in operating oversea
(Colakoglu & Caligiuri, 2008). Specifically, cultural
distance will negatively impact expatriates’ CCA
(Black & Mendenhall, 1990; Black, et al, 1991;
Varner & Palmer, 2004, Tung, 1987; Varner &
Palmer, 2004) as it affects the person’s mindset



(Varner & Palmer, 2004). As the consequence, the
following proposition is proposed.

Propositiond: The discrepancy between home
and host national cultures will deter the ability of ex-
patriate to be successful in cross-cultural adjustment,
such that cultural distance negatively moderates the
relationship between strategic learning, subsidiary
supports and motivation and cross-cultural adjust-
ment.

Spouse and Children Adjustment

Itis essential for MNCs to pay significant atten-
tion on the inclusion of an expatriate’s family as part
of the expatriation process (Andreason, 2003;
McCaughey & Bruning, 2004; Porter & Tansky,
1999). Well adjusted spouse and children will influ-
ence expatriates in a positive manner with the facili-
tation of acculturation and adjustment procedure
(McCaughey & Bruning, 2004). Expatriates may
have apprehensions about whether their children’s
education will have necessary continuity as well as
how the family will adapt to customs of another cul-
ture. According to Tung (1987), managers indicated
that the spouse’s inability to adjust was the number
one reason for expatriate failure. Family is still amajor
concern in decisions related to expatriate assign-
ments. In addition, spouse’s unsuccessful adjustment
is frequently the explanation offered for premature
return of an expatriate (Porter & Tansky, 1999).
Ofien, it is the spouse who handles much of the bur-
den for family adjustments and consequently feels
more stress over the transition to the host country.
The spouse typically takes on household responsi-
bilities and child care concerns, such that every ele-
ment of which may require operating by new and
different rules, environment and life style. Spouse
may be required to make the greatest degree of
adjustments with little support from organizations
(McCaughey & Bruning, 2004; Porter & Tansky,
1999). The ongoing success of a manager is affected
by the level of stress and dissatisfaction experienced
by family members, particularly the spouse. Send-
ing a manager to another country should be ap-
proached in terms of sending the entire family. Hav-
ing selected a manager to send outside the country,
the company’s investment in the spouse preparation
indicates a positive interest in the family’s well being
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which in turn, may greatly increase the probability
of the manager’s success (Andreason, 2003;
McCaughey & Bruning, 2004; Porter & Tansky,
1999).

The degree of spouse adjustment is the psycho-
logical tool to provide non-work related comfort for
expatriates. Therefore, this paper separate adjust-
ment of expatriate from family or spouse adjustment,
so that each of them could be clearly observed. As
the consequence, the proposition relating to spouse
adjustment is proposed below;

PropositionS: Expatriates’ spouse and children
adjustment will positively moderate the relationship
between cross-cultural adjustment and expatriate

performance.

Expatriate Performance

The international assignments are significantly dif-
ferent from domestic assignments as they involve
various differences in situational contexts, such as
society, legality, economy, task techniques (Black
etal., 1991; Sinangil & Ones, 2003). As the result,
effective use of the knowledge and experience of
previous expatriates are vital mechanism to facili-
tate understanding of the context of internationally
assigned performance within specific foreign situa-
tions of expatriates (Black & Mendenhall, 1990;
Black, etal, 1991; Sinangil & Ones, 2003).

Various scholars, for example, Adler 1983;
Arthur & Bennett, 1996; Hays, 1971; Hough &
Dunnette, 1992; Sinangil & Ones, 2003, studied the
international assignee job performance. Arthur and
Bennett (1996) suggested that the factors charac-
terizing international job performance models have
initially developed by Hays (1971) with four factors
of local language ability, family situation, relational
abilities and job ability. The scholars that were suc-
cessful in enhancing the model and were cited by
many researchers nowadays are such as Adler
(1983) with four-factor models; Ronen (1989) came
up with five-factor models; Tung (1981) generated
a seven factor model; Campbell (1990) proposed
an eight-factor model; and lastly Hough and Dunnette
(1992) extended the model to eleven factors (Arthur
& Bennett, 1996).

The ten dimensions of measuring expatriate job
performance were developed through the integra-



tion of various previous scholars’ contributions, in-
cluding Eight Factor Model of Campbell (1990),
Eleven- Factor Model of Hough & Dunnette (1992)
and Viswesvaran, Ones & Schmidt (1996).

This paper also attempts to generalize the rela-
tionship between CCA and performance of expa-
triate. Previous research has proposed and proven
that by holding other variables constant, the rela-
tionship between the two latent constructs is nega-
tive, such that the higher the cultural distance be-
tween home and host countries the lower the expa-
triate CCA and performance will be (Arthur &
Bennett, 1996; Black & Mendenhall, 1990; Caligiuri
et.al. 2001; Colakoglu & Caligiuri, 2008; Harrison,
1994; Haile et al., 2007; Morris & Robie, 2001;
Naumann, 1992).

Proposition 6: Cross-cultural adjustment of ex-
patriate in host country is likely to enhance perfor-
mance of expatriates.

IMPLICATIONS & CONCLUSION

The number of MNCs and their subsidiaries are
as many as 6500 MNCs and 850,000 correspond-
ing foreign subsidiaries around the world (UNCTAD
2005). However, the expatriate failure was estimated
between 10 to 20 per cent and even up to 40 per-
cent (Tung, 1987, Mendenhall and Oddou, 1985,
Blacketal., 1991). The reasons for this failure range
from the complexity of the business climate to the
failure of spouse or family to adjust to an unfamiliar
environment, including cultural complexity
(Kamoche, 1997). The international assignment rep-
resents an opportunity to learn and bring about ben-
efits to the operation of headquarter so that expatri-
ate failure wastes such opportunity. This waste is so
costly to both of the expatriates and their family as
well as to the MNCs as a whole.

The demand for qualified expatriates to serve in
overseas markets has increased significantly in the
past decade (Hodgetts & Luthan, 2000). Training
has become one of the most effective ways to pro-
mote the competence of expatriate managers. Based
on the resource-based theory, intangible resources,
such as human resource, are likely to create a sus-
tained competitive advantage (Lee & Li, 2008;
Peteraf, 1993; Reed & Defillippi, 1990). As part of
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the subsidiary supports provided, home and host
country mentors are powerful mechanism that would
enhance expatriate performance via the expatriates’
adjustment. Inaddition, this paper has shown and
placed significant attention toward motivation for
expatriate. It is proposed to have crucial role in en-
hancing CCA. Lastly, the greater the discrepancy in
cultures novelty between of home and host coun-
tries is, the greater the impact on adjustment during
the international transition will be (Blacketal., 1991).
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